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1. Introduction
A disclosure occurs when a person or 

organization recognizes or learns something 
that they did know already about another person 
or organization, via released data. There are 
two types of disclosure risk; identity disclosure 
and attribute disclosure. Identity disclosure 
occurs with the association of a respondent’s 
identity with a disseminated data record 
EQPVCKPKPI� EQPſFGPVKCN� KPHQTOCVKQP� YJKNG�
attribute disclosure occurs with the association 
of either an attribute value in the disseminated 
data or an estimated attribute value based on 
the disseminated data with the respondent; see, 
Willenborg and De waal (2000). Statistical 
FKUENQUWTG� EQPVTQN� 
5&%�� VGEJPKSWGU� ECP� DG�
FGſPGF� CU� VJG� UGV� QH� OGVJQFU� VQ� TGFWEG� VJG�
risk of disclosing information on individuals, 
DWUKPGUUGU�QT�QVJGT�QTICPK\CVKQPU��5&%�OGVJQFU�
minimize the risk of disclosure to an acceptable 
level while releasing as much information as 
possible; see, Willenborg and De waal (2000). 

6JGTG� CTG� VYQ� V[RGU� QH� 5&%� OGVJQFU��
perturbative and non-perturbative methods. 
Perturbative methods falsify the data before 
publication by introducing an element of 
GTTQT� RWTRQUGN[� HQT� EQPſFGPVKCNKV[� TGCUQPU��

Non-perturbative methods reduce the amount 
of information released by suppression or 
aggregation of data. A wide range of different 
5&%�OGVJQFU�CTG�CXCKNCDNG� HQT�FKHHGTGPV� V[RGU�
of outputs; see, An and Little (2007), Fienberg 
and Makov (2001) and Hundepool et.al (2010).  

2. An approach to statistical disclosure 
control

A general framework for addressing the 
SWGUVKQP� QH� EQPſFGPVKCNKV[� RTQVGEVKQP� HQT�
different statistical outputs is proposed based 
on the following; see, Rinott(2004, 2005) and 
Takemura(1999).

����7KH�QHHG�IRU�FRQÀGHQWLDOLW\�protection

There are three main reasons why 
EQPſFGPVKCNKV[� RTQVGEVKQP� KU� PGGFGF� HQT�
statistical outputs

Ŗ� +V� KU� C� HWPFCOGPVCN� RTKPEKRNG� HQT� 1HſEKCN�
Statistics that the statistical records of individual 
person, businesses or events used to produce 
1HſEKCN� 5VCVKUVKEU� CTG� UVTKEVN[� EQPſFGPVKCN�� CPF�
are to be used only for statistical purposes.

Ŗ� There may be legislation that protects 
individual business and personal data.

(�PDLO��TP�JURXS��#JPDLO�FRP
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Ŗ�+V�KU�GUUGPVKCN�VJCV�VJG�EQPſFGPEG�CPF�VTWUV�KU�
OCKPVCKPGF�CPF�VJCV� KFGPVKſCDNG� KPHQTOCVKQP�KU�
held securely, only used for statistical purposes 
and not revealed in published outputs. 

2.2. The key characteristics and uses of the 
data

9JGP�EQPUKFGTKPI�EQPſFGPVKCNKV[�RTQVGEVKQP�
of a statistical output it is important to understand 
the key characteristics of the data since all of 
VJGUG�HCEVQTU�KPƀWGPEG�DQVJ�FKUENQUWTG�TKUMU�CPF�
appropriate disclosure control methods. This 
includes knowing the type of the data, e.g. full 
population or sample survey; sample design, 
an assessment of quality e.g. the level of non-
response and coverage of the data; variables 
and whether they are categorical or continuous; 
type of outputs, e.g. micro-data, magnitude or 
frequency tables.

2.3. Disclosure risks protect against what

Disclosure risk assessment then combines 
the understanding gained above with a method 
to identify situations where there is a likelihood 
of disclosure. Risk is a function of likelihood 
(related to the design of the output), and impact 
of disclosure (related to the nature of the 
underlying data). In order to be explicit about 
the disclosure risks to be managed one consider 
a range of potentially disclosive situations or 
scenario and take action to prevent them. A 
FKUENQUWTG�UEGPCTKQ�FGUETKDGU�

1. Which information is potentially available 
to an intruder and

2. How the intruder would use the 
information to identify an individual,

A range of intruder scenarios should be 
determined for different outputs to provide an 
explicit statement of what the disclosure risk 
are and what elements of the output pose an un-
acceptable risk of disclosure; see, Hundepool et 
al. (2010).   

2.4. Disclosure control methods

Once an assessment of risk has been 
undertaken an organization must then take steps 
VQ�OCPCIG�CP[�KFGPVKſGF�TKUMU��6JG�TKUM�YKVJKP�
the data is not entirely eliminated but is reduced 

to an acceptable level, this can be achieved either 
through the application of statistical disclosure 
control methods or through the controlled use 
of outputs, or through a combination of both.

2.5. Implementation

�6JG�ſPCN�UVCIG�KP�VJKU�CRRTQCEJ�VQ�C�FKUENQUWTG�
control problem is implementation of the 
methods and dissemination of the statistics. 
6JKU�YKNN�KPENWFG�KFGPVKſECVKQP�QH�VJG�UQHVYCTG�
to be used along with any options and 
parameters. Nowadays, there are mu-Argus 
and tau-Argus software. The most important 
EQPUKFGTCVKQP�KU�OCKPVCKPKPI�EQPſFGPVKCNKV[�DWV�
these decisions will also accommodate the need 
for clear, consistent and practical solutions that 
can be implemented within reasonable time and 
using available resources; see, for example, 
Hundepool (2010). 

3. Type of data in SDC
There are two ways in which data can be 
presented and each of these must be treated 
differently for the purposes of disclosure risk 
and control – micro-data and tabular data; see, 
Hundepool et al (2010), Forster and Webb 
(2007) and Fienberg and Slavkovic (2004).

3.1. Micro-data

Name Class Grade
Ibrahim 1 A

)COCN 1 %

Sana 1 A

Yehia 2 B

Nor 3 B

Micro-data are data held as individual 
records, such as a person or a data zone.  In the 
past, micro-data was primarily used to construct 
aggregated tables which were subsequently 
released.  Nowadays, the micro-data sets 
themselves should, wherever practically 
possible, be released even though there may be 
a higher risk of disclosure which consequently 
must be controlled. This disclosure risk is higher 
if the data includes an entire population, or all 
VJG�WPKVU�YKVJKP�CP� KFGPVKſCDNG� UWD�RQRWNCVKQP�
(for example all children). 
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A primary step to prevent disclosure is to 
RTQXKFG�OKETQ�FCVC�QPN[�KH�CNN�HQTOCN�KFGPVKſGTU�
have been removed - this will protect against 
FKTGEV�KFGPVKſECVKQP�QH�UVCVKUVKECN�WPKVU�KPENWFGF�
KP� VJG�FCVCUGV��(QTOCN� KFGPVKſGTU� CTG� XCTKCDNGU�
which are structurally unique for every unit in 
VJG�RQRWNCVKQP�
G�I��KFGPVKſECVKQP�EQFGU�UWEJ�CU�
National Insurance numbers). Other variables 
such as name, address and date of birth are 
FGUETKDGF� CU� RTCIOCVKE� HQTOCN� KFGPVKſGTU�� CU�
the probability of uniqueness is lower than 
for other sensitive variables, though they still 
usually represent an unacceptable disclosure 
risk. The greater the number of pragmatic 
HQTOCN� KFGPVKſGTU� VJCV� ECP� DG� EQODKPGF�� VJG�
higher the disclosure risk. Removing these 
KFGPVKſGTU� RTQXKFGU� KPKVKCN� RTQVGEVKQP�� VJGP�
additional statistical disclosure control methods 
can subsequently be applied; see, Duncan et al. 
(2001) and Dobra and Fienberg (2000).

3.2. Tabular Data

Grade
Class A B C Total

1 3 0 3 6

2 0 1 3 4

Total 3 1 6 10

Tabular data is information which has been 
aggregated from micro-data sources, such as 
VJG� %GPUWU�� UWTXG[U� CPF� CFOKPKUVTCVKXG� FCVC��
This form of data may not appear to raise 
disclosure issues as the table does not contain 
KPFKXKFWCN�NGXGN�FCVC�CPF�KV�KU�OQTG�FKHſEWNV�VQ�
KFGPVKH[�URGEKſE�KPFKXKFWCNU���6JGTG�CTG�JQYGXGT�
RQVGPVKCN�FKUENQUWTG�TKUMU��KPENWFKPI��

Ŗ�%GNNU�QH�0 - particularly if they dominate a row 
or column.  If all the respondents from a row 
or column are in one cell, then it is possible to 
attribute the characteristics of the cell to every 
person within that row or column; this is known 
as group disclosure.

Ŗ� %GNNU� QH� 1 and 2 - for sensitive variables, 
sometimes even larger numbers can be 
disclosed.  This increases the likelihood of 
someone identifying them or individual and 
uncovering new information about them.

Ŗ�%GNNU�YKVJ�dominant contributors to the cell 

VQVCN� Ō� VJKU� KU� GURGEKCNN[� TGNGXCPV� HQT� ſPCPEKCN�
KPHQTOCVKQP� NKMG� VWTPQXGT�� RTQſV� GVE�� � +H�� HQT�
example, a table shows the aggregate turnover 
for various industrial sectors, and a small 
number of companies account for the majority 
of one particular cell, this would be deemed 
unsafe as these large companies would be able 
to determine, with reasonable precision, the 
turnovers of the remaining, smaller companies. 
Ŗ��%GNNU�YJKEJ�EQPVCKP�population unique - when 
there is only one person in an entire population 
who exhibits a certain characteristic, this 
individual is described as a population unique.  
For example, if there was only one elderly 
woman aged over 100 in a local authority then 
this woman would be a population unique and 
there would be a very high risk that information 
about her could be disclosed unless appropriate 
preventive measures were taken. 

Ŗ�Linked tables – these  are tables which have 
been produced from the same micro-data  and  
have  at  least  one  row/column  heading  in  
common.  An apparently safe table may, when 
compared with a linked table, lead to the 
FKUENQUWTG�QH�EQPſFGPVKCN�KPHQTOCVKQP�CDQWV�CP�
individual or group.

'ZEGRVKQPU�KPENWFG�

Ŗ�9JGP�VJG�FCVC�FQGU�PQV�TGHGT�VQ�CP�KPFKXKFWCN��
business or organization, for example 
animals or public buildings.

Ŗ� 9JGP� RGTOKUUKQP� VQ� TGNGCUG� EQPſFGPVKCN�
information has been given by the individual, 
business or organization. 

4. Types of Disclosure Risk
There are 3 different types of disclosure risk; 

see, Benedetti and Fraconi (1998), Bethlehem 
GV�CN��
��������6JGUG�CTG�

Ŗ� +FGPVKV[� &KUENQUWTG� Ō� KH� CP� KPVTWFGT� ECP�
identify a data subject (either themselves or 
someone else).

Ŗ� #VVTKDWVG� &KUENQUWTG� � Ō� � YJGTG� EQPſFGPVKCN�
information about a data subject or group is 
revealed and can be attributed to the subject 
or each person in the group.

Ŗ� 4GUKFWCN�&KUENQUWTGŌ�YJGTG� CP� KPVTWFGT� ECP�
combine outputs from the same source 
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or different sources/databases to reveal 
information about an individual or group. 
Residual disclosure is becoming more of an 
KUUWG��%QPUKFGTCVKQP�UJQWNF�DG�IKXGP�VQ�QVJGT�
data   sources, previously released data, time 
series, overlapping geographies and possible 
interactions with other published data.

There is a high demand for data at small-area 
geographies. The release of such information 
increases the risk of disclosure because, 
in a small area, certain people/businesses/
JQWUGJQNFU� CTG� OQTG� GCUKN[� KFGPVKſCDNG� VJCP�
for larger geographical areas. However, even 
at higher geographies, statistical disclosure risk 
should be considered, especially for sensitive 
variables or minority/vulnerable groups.

5. Risk v Utility
One of the main issues involved in 

FKUVTKDWVKPI� UVCVKUVKEU� KU� UVTKXKPI� VQ� ſPF� CP�
appropriate balance between protecting 
RGQRNGUŏ� EQPſFGPVKCNKV[� CPF� FKUUGOKPCVKPI�
valid information.  The value of a data set is 
known as ‘data utility’.  The ‘Risk v Utility’ 
plot shown below highlights the trade-off 
which underpins the entire process of statistical 
disclosure control – the challenge is to balance 
this trade-off effectively.  Data utility is shown 
on the horizontal-axis and the risk of disclosure 
is shown on the vertical axis. 

The original data is high in utility but 
also has some disclosure risk associated with 
it. Obviously if no data is published then it 
presents no disclosure risk but it is also useless 
to any external user and therefore has no utility. 
The desirable balance is to maintain maximum 
utility of data (as far to the right as possible in 
the risk/utility map) but reduce the risk below 
the maximum tolerable risk threshold. This 
VJTGUJQNF�KU�PQV�ſZGF�DWV�ECP�EJCPIG�QXGT�VKOG�
and be affected by public perception, intruder 
behavior or availability of other published 
data and should be reviewed regularly.  The 
threshold is set by the data owner, who is best 
placed to take account of the sensitivities of the 
data and current issues/circumstances which 
will affect the tolerable level of risk.

6Q� TGFWEG� VJG� FKUENQUWTG� TKUM� UWHſEKGPVN[�
it may be necessary to utilize several different 
methods on the same data.  The disclosure 
control method(s) should take accounts the 
WUGT�CPF�VJGKT�PGGFU���%QPUKUVGPE[�KP�FKUENQUWTG�
control methods for data users is important 
to enable them to monitor real differences 
over time and not differences due to the use 
of different methods; see, Hundepool (2010), 
#IICTYCN� CPF� [W� 
������� &K� %QPUKINKQ� CPF�
Polettini (2006) and Feinberg and Makov 
(1998).

6. Methods of statistical disclosure 
control

For data which is going to be placed in the 
public domain there are two distinct groups 
QH� FKUENQUWTG� EQPVTQN� OGVJQFU�� RTG�VCDWNCT�
and post-tabular methods; see, Franconi and 
polettini (2004), Polettini (2004), Rinott (2004), 
Skinner and Elliot (2002) and Purcell and Kish 
(1980).

6.1 Pre-tabular

Pre-tabular methods are used on micro-
data and can provide protection for micro-data 
outputs and tabular outputs (protecting the 
micro-data means that all tables subsequently 
produced from it are automatically safe).  The 
methods within this family include record 
swapping, global recoding, PRAM, blurring 
and removal of sensitive variables.

6.1.1 Record swapping

Record swapping involves interchanging 
certain values of a sensitive variable between 
records.  This involves swapping an individual 
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record with another record which is similar on 
most characteristics (for example age, gender 
or geographical area) but differs in terms of 
the sensitive variable (such as income or health 
data).  This introduces some doubt about the 
identity of a person when the information is 
later displayed in a table.  

6.1.2. Global recoding

)NQDCN�TGEQFKPI�KPXQNXGU�EQODKPKPI�UGXGTCN�
categories of a variable into a single one.  For 
example, imagine a dataset contained the 
HQNNQYKPI�WPKSWG�TGEQTF�

Marital Status Age
Widow 17

)NQDCN� TGEQFKPI� EQWNF� DG� CRRNKGF� VQ� VJG�
variable ‘Marital Status’ by combining the 
categories ‘divorced’ and ‘widow’ to create the 
broader category of ‘divorced/widow’.  This 
would reduce the likelihood of the above record 
being unique in the dataset.  Note, that global 
recoding must be applied to the entire dataset 
and not just to the part that is unsafe.  

Top and bottom recoding is a special case 
of global recoding whereby top and bottom 
codes are set.  Any value greater than the top 
code is set to the top code and any value less 
than the bottom code is set to the bottom code.  
For example, if the top code is set to 80+ then 
all people aged 80 and over are assigned to this 
ECVGIQT[���)GPGTCNN[��HQT�XCTKCDNGU�YKVJ�PQTOCN�
distributions, smaller values are more likely to 
occur at the ends of the distribution, so top and 
bottom coding maintains the usefulness of the 
midrange values whilst protecting the small 
number of values at the ends of the distribution.

6.1.3. Post randomization method (PRAM)

This method applies protection to 
categorical variables in micro-data sets by 
randomly changing the category assigned to 
certain records.  This is done according to a 
probability function and introduces ambiguity 
as to whether the category has changed or not.  
For example, imagine the categorical variable 
YCU�)GPFGT� CPF� VJG� TGURQPFGPV� KU�OCNG�� �9G�
may say that, according to the probability 
function, there is an 80% chance that the 

respondent’s gender will remain male in the 
dataset and a 20% chance that the respondent 
YKNN�DG�TGENCUUKſGF�CU�HGOCNG���6JKU�KPVTQFWEGU�
doubt about the true gender of the respondent 
HQT�CP[�KPFKXKFWCN�TGEQTF�CPF�OCMGU�KV�FKHſEWNV�
to establish a link between a respondent in the 
survey and a real person in the population; see 
#TFQ�CPF�'NCOKT�
�������<JQW�GV�CN�
������CPF�
<JCPI�CPF�%JCODGTU�
������

6.1.4. Blurring

This method replaces a reported value(s) for 
a certain variable with an average or median 
of that variable. The replacement value may 
be assigned to some or all records or may be 
assigned to those which have the same values 
of another variable.

6.2. Post tabular

Tabular outputs can be protected either 
before or after tabulation.  Post-tabular methods 
require the desired table to be produced and 
CP[�WPUCHG�EGNNU�VQ�DG�KFGPVKſGF���6JG�VCDNG�ECP�
then be protected using one of the following 
OGVJQFU�� VCDNG� TGFGUKIP�� EGNN� UWRRTGUUKQP�� CPF�
TQWPFKPI��UGG��$W\\KIQNK�CPF�)KWUVK�
������CPF�
%JGP�CPF�-GNNGT�/E0WNV[�
������

6.2.1. Table redesign 

Table redesign should always be considered 
ſTUV�YJGP�RTQVGEVKPI�VCDWNCT�FCVC�CU�KV� KU�QHVGP�
the simplest method for the data owner to 
implement and for the user to understand.  It 
involves combining rows and/or columns to 
increase the number of respondents in small 
cells.  It is advisable to think about this method 
ſTUV�DGECWUG�KV�FQGUPŏV�CEVWCNN[�EJCPIG�VJG�FCVC�KP�
any way – it simply minimises the level of detail 
that is published.  Often, this straightforward 
technique removes low-frequency cells and 
produces a safe table without having to change 
the data or spend further time protecting it.  
However, if there are a large number of low-
frequency cells then table redesign may fail to 
RTQXKFG�UWHſEKGPV�RTQVGEVKQP�CPF�QVJGT�OGVJQFU�
may have to be used alongside, or instead of, 
KV��)TQWRKPIU� HQT�XCTKCDNGU� UJQWNF�DG� UVCPFCTF�
to prevent disclosure by differencing from 
several tables in the public domain containing 
the same data.  This is particularly important 
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for geographical variables where, unless there 
is good reason to do so. 

6.2.2. Cell suppression

Suppression involves minimizing the level 
of detail that is released by ‘hiding’ the values 
of low-frequency cells or cells dominated by a 
small number of large contributors.  High risk 
cells are not published and are called primary 
suppressions.  All suppressed cells should be 
replaced with an asterisk (*) to show that they 
have been suppressed and not left blank. 

Secondary suppressions are also required 
which means at least one other value in the 
row and/or column is also suppressed to ensure 
that disclosive cells cannot be deduced through 
subtraction. All other cells in the table are 
published.  Secondary suppressions should be 
chosen in a way that tries to minimise the cost of 
disclosure control whilst also maximizing data 
utility.  There should be no indication of whether 
the suppression is primary or secondary.

6.2.3. Rounding

There are various ways to apply rounding and 
each has its own advantages and disadvantages.  
The three methods are deterministic, random 
and controlled rounding.

6.2.3.1. Deterministic rounding

This method involves rounding the cell 
value to the nearest multiple of a rounding base, 
b.  For example, if b = 5 then a 4 » 5,  6 » 5,  8 
» 10.  Hence a value of 5 in a rounded table 
can represent anything from 3 to 7.  Each of the 
KPVGTPCN�EGNNU�KP�VJG�VCDNG�CTG�TQWPFGF�ſTUV���6JG�
external cells (the totals) are then calculated 
from the unrounded components (internal 
cells) and rounded to the nearest multiple of 5 
using the procedure described above.  Because 
the internal and external cells are rounded 
separately, the rounded row and column totals 
may not correspond to the sum of the rounded 
values for their components.  This is known 
as uncontrolled rounding and means that table 
additively is not preserved.  

The protection level provided by 
deterministic rounding is b -1 because the 
original value lies in an interval of width (b - 

�����(QT�GZCORNG��HQT�VJG�TQWPFKPI�DCUG�D�����KH�
the rounded value is 10, the original value lies 
in the interval [8;12] which is of width 4. This 
is the most basic form of rounding and can be 
unpicked/solved relatively easily therefore it is 
not recommended. 

6.2.3.2. Random rounding

In this method each cell value is rounded 
up or down following a given probability. 
For example, if b = 5, an 8 is rounded to 10 
with probability 0.8 (80% of the time) and 8 is 
rounded to 5 with probability 0.2 (20% of the 
time). 

Again this is uncontrolled rounding because 
internal rounded cells do not necessarily add 
up to rounded row and column totals. It does 
give a little more protection than deterministic 
rounding however.  The protection level is 2(b 
- 1) because the original value lies in an interval 
YJKEJ�KU�QH�YKFVJ��
D��������(QT�GZCORNG��D������
if the rounded value is 10, the original value lies 
in the interval [6;14] which is of width 2x(5-
1)=8. 

6.2.3.3. Controlled rounding

Users frequently prefer this method because 
internal rounded cells do add up to rounded 
totals (additively) and it affords the same 
protection level as random rounding, 2(b-1).  
For the basic form of controlled rounding, a cell 
value is rounded either up or down to the nearest 
OWNVKRNG�QH�VJG�TQWPFKPI�DCUG��8CNWGU�QH�C�VCDNG�
that are already multiples of the rounding base 
remain unchanged. 

The nearest solution to the original data 
is sought but cannot always be found so the 
method may be extended so that the cell value 
is allowed to be rounded up or down to the 
next multiple of the rounding base.  Software is 
available to carry out controlled rounding, as it 
requires a linear programming solver.  

7. Cost of disclosure control
The cost of disclosure control is a way of 

OGCUWTKPI� VJG� FCOCIG� KPƀKEVGF� QP� C� VCDNG� D[�
protecting it, i.e. the information loss that has 
occurred.  For example, when a table is rounded, 
the cost is the sum of the difference between every 
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cell in the protected table and its corresponding 
cell in the unprotected table.  High costs indicate 
that the table has suffered a considerable 
amount of damage and has therefore lost lots of 
information (and hence utility).

There are two main ways of looking at 
EQUV�YJGP�UWRRTGUUKQP� KU�WUGF� VQ�RTQVGEV�FCVC��
frequency and unity.  The ‘unity’ approach 
minimizes the number of cells that are secondary 
suppressions, regardless of the number of units 
within those cells.  Therefore if 20 cells in the 
table have been secondary suppressed then the 
cost of the disclosure control is 20.  Within this 
approach cells with values of 1000 and of 1 are 
treated equally.  

The ‘frequency’ approach however, 
minimizes the number of units contributing to 
the secondary suppressed cells.  In this approach, 
a cell which contains 1000 contributors is 
valued much more highly than a cell with only 
1 contributor – as the latter usually contains 
less valuable information. While adopting the 
frequency approach may result in an increased 
number of suppressed cells when compared 
with the unity approach, the summed values 
of the suppressed cells will be lower.  This 
is extremely useful if you wish to retain high 
value cells.  

8. Disclosure risk
Moreover in case of multiple release of the 

same survey coherence should be maintained 
CNUQ�DGVYGGP�FKHHGTGPV�TGNGCUGF�ſNGU�KP�VJG�UGPUG�
VJCV� TGNGCUKPI� FKHHGTGPV� ſNGU� CV� VJG� UCOG� VKOG�
shouldn’t allow the gaining of more information 
VJCP� HQT� QPG� ſNG� CNQPG�� UGG�� 6TQVVKPK� GV� CN��
(2006). The principles apply also to the release 
of longitudinal or panel micro-data, where the 
differences between records pertaining to the 
UCOG�ECUG�KP�FKHHGTGPV�YCXGU�YKNN�TGƀGEV�GXGPVU�
that have occurred to that case, as well as the 
attributes of the individuals.

Once the characteristics and uses of the 
survey data are clear, it is time to start the real 
analysis of the disclosure risk. This implies 
ſTUV� C� FGſPKVKQP� QH� RQUUKDNG� UKVWCVKQPU� CV� TKUM�
(disclosure scenarios) and second a proper 
FGſPKVKQP� QH� VJG� TKUM� KP� QTFGT� VQ� SWCPVKH[� VJG�
phenomenon (risk assessment).

#� FKUENQUWTG� UEGPCTKQ� KU� VJG� FGſPKVKQP� QH�
realistic assumptions about what an intruder 
might know about respondents and what 
information would be available to him to 
match against the micro-data to be released 
CPF� RQVGPVKCNN[� OCMG� CP� KFGPVKſECVKQP� CPF�
disclosure. Again different types of releases 
may require different disclosure scenarios and 
FKHHGTGPV� FGſPKVKQPU� QH� TKUM�� 1PEG� C� HQTOCN�
FGſPKVKQP�QH� TKUM�JCU� DGGP� EJQUGP�YG�PGGF� VQ�
measure and estimate it. It is also important to 
FGſPG�YJGP�C�WPKV�QT�C�ſNG�RTGUGPVU�CP�CEEGRVCDNG�
risk and when it has to be considered at risk. This 
threshold depends of course on the type of the 
OGCUWTG�CFQRVGF��%JQKEG�QH�UEGPCTKQU�CPF�NGXGN�
of acceptable risk are extremely dependent on 
different cultural situations in different member 
states, different policies applied by different 
institutes, different approaches to statistical 
analysis, different perceived risk.

8.1. Risk assessment

Micro-data has many analytical advantages 
over aggregated data but also poses more 
serious disclosure issues because of the many 
XCTKCDNGU�VJCV�CTG�FKUUGOKPCVGF�KP�QPG�ſNG��(QT�
micro-data disclosure occurs when there is a 
RQUUKDKNKV[�VJCV�CP�KPFKXKFWCN�ECP�DG�TG�KFGPVKſGF�
by an intruder using information contained 
KP� VJG� ſNG�� CPF� YJGP� QP� VJG� DCUKU� QH� VJCV��
EQPſFGPVKCN� KPHQTOCVKQP� KU� QDVCKPGF�� /KETQ�
data are released only after taking out directly 
identifying variables, such as names, addresses, 
and identity numbers. However, other variables 
in the micro-data can be used as indirect 
identifying variables. For individual micro-data 
these are variables such as variables gender, age, 
occupation, place of residence, country of birth, 
etc., and for business micro-data variables such 
as economic activity, number of employees. 
These indirect identifying variables are mainly 
publicly available variables or variables that are 
present in public databases such as registers. If 
the identifying variables are categorical then 
VJG�EQORQWPFKPI��ETQUU�ENCUUKſECVKQP��QH�VJGUG�
XCTKCDNGU� FGſPG� C� MG[�� 6JG� FKUENQUWTG� TKUM� KU�
a function of such identifying variables either 
in the sample alone or in both the sample and 
the population. To assess the disclosure risk 
we need to make realistic assumptions about 
what an intruder might know about respondents 
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and what information will be available to him 
to match against the micro-data and make 
CP� KFGPVKſECVKQP� CPF� FKUENQUWTG�� $CUGF� QP�
the disclosure risk scenario the identifying 
variables are determined. The other variables 
KP�VJG�ſNG�CTG�EQPſFGPVKCN�QT�UGPUKVKXG�XCTKCDNGU�
and represent the data not to be disclosed.

8.1.1. Disclosure risk scenarios

6JG�FGſPKVKQP�QH�C�FKUENQUWTG�UEGPCTKQ� KU�C�
ſTUV�UVGR�VQYCTFU�VJG�FGXGNQROGPV�QH�C�UVTCVGI[�
HQT� RTQFWEKPI� C� UCHG� OKETQ�FCVC� ſNG� 
/(��� #�
UEGPCTKQ�U[PVJGVKECNN[�FGUETKDGU�

(i) Which is the information potentially 
available to the intruder, and 

(ii) How the intruder would use such information 
to identify an individual i.e. the intruder’s 
attack means and strategy. 

1HVGP� FGſPKPI� OQTG� VJCP� QPG� UEGPCTKQ� OKIJV�
be convenient, because different sources 
of information might be alternatively or 
simultaneously available to the intruder. 
/QTGQXGT��TG�KFGPVKſECVKQP�TKUM�ECP�DG�CUUGUUGF�
keeping into account different scenarios at the 
same time.

8.1.2. Risk assessment in micro-data

%QPUKFGT� CFKUENQUWTG� UEGPCTKQ� FGſPKPI� S�
ECVGIQTKECN� MG[� XCTKCDNGU�� FGPQVGF� D[� <1,...
<q� YKVJ� %1����%q categories respectively. This 
scenario is appropriate for most population 
UWTXG[U��YJGTG� KFGPVKſECVKQP� ECP� DG� DCUGF� QP�
variables such as place of residence, sex and 
age; see, Elamir and Skinner (2006). Records 
with the same key values are identical for re-
KFGPVKſECVKQP� CPF� UJQWNF� JCXG� VJG� UCOG� TKUM�
QH� FKUENQUWTG�� %TQUU�ENCUUKſECVKQP� QH� VJG� MG[�
variables generates a contingency table with a 
total number of

 cells at both the population and the sample 
level; cell frequencies in the population and 
sample table, respectively, are denoted by  and 
. Intuitively, rare traits in the population are 
the ones that could lead to disclosure, but to 
be exposed to disclosure risk such rare records 

should also be included in the sample. The 
problem is therefore discriminating between 
the sample cells that are structurally small in the 
population and those that are small in the micro-
data only because of sampling error; direct or 
indirect inference about the corresponding 
population size is required for these cells. 

Analogously to the approach taken for 
tables, upper bounds on frequencies could 
be constructed, but usually comprehensive 
measures of risk are provided (Willenborg and 
de Waal, 2000), that may take into account 
other elements of the scenario such as the utility 
of the disclosed information, the probability of 
a disclosure, and so on (Polettini, 2004).

A large part of the literature has focused on 
estimating measures based on the frequency 
of sample unique cells that are also population 
WPKSWG� 
UGG� %JGP� CPF�-GNNGT�/E0WNV[�� ������
Fienberg and Makov, 2001; Skinner and 
Elliot, 2002). These quantities can be used as 
INQDCN� TKUM� OGCUWTGU� HQT� VJG� OKETQFCVC� ſNG��
However it is also important to be able to 
assess the disclosure risk associated with the 
release of individual records; if the population 
contingency table were known, a simple risk 
measure for each record in cell  of the sample 
VCDNG�EQWNF�DG�FGſPGF�WUKPI�VJG�EQTTGURQPFKPI�
population cell size

As  ).� KU�WPMPQYP��VJG�CDQXG�FGſPKVKQP�KU�
not usable. A solution is to specify a statistical 
model for 

and derive suitable risk estimates, such as

 Typical applications consider very large and 
sparse contingency tables, often with logical 
constraints inducing structural zeros. Estimating 
).� � � KU�RCTVKEWNCTN[�FKHſEWNV�HQT�JKIJ�TKUM�EGNNU��
having low sample and population sizes. Finite 
population theory cannot account for all the 
information about the population structure 
and would produce unreliable estimates, 
in particular when the sampling fraction is 
UOCNN��6JKU� LWUVKſGU� VJG� KPVTQFWEVKQP�QH� UWRGT�
population models. Further improvements 
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would be obtained from models that allow 
őDQTTQYKPI� UVTGPIVJŒ� HTQO� NCTIGT� EGNNU� YJKNG�
avoiding excessive shrinkage of the estimates; 
see, Elamir and Skinner (2006), Slavkovic and 
Fienberg (2004), Skinner and Holmes (1998), 
Skinner and Shlomo (2006), Rinott, Shlomo 
(2007a), Rinott and Shlomo (2007b), Trottini et 
al. (2006) and Wasserman (2007). 

8.1.3 . Models for risk estimation with survey 
data

Part of the literature on disclosure risk 
assessment is related to the work of Bethlehem 
GV�CN��
�������YJKEJ�TGRTGUGPVU�VJG�ſTUV�CRRTQCEJ�
VQ�FGſPKPI�C�UVCVKUVKECN�OQFGN�HQT�UCORNGU�YJGTG�
identifying variables form a contingency table. 
6JG� OQFGN� KU� C� JKGTCTEJKECN� 2QKUUQP�)COOC�
UWRGT�RQRWNCVKQP�OQFGN�

 independently acrros 
cells in which ŤK  is the probability that a unit of 
the population falls into cell N and p. (assumed 
constant across cells) is the probability that an 
individual in cell  is sampled. The model was 
used to deduce the probability of population 
uniqueness given sample uniqueness.

The constraints

� CTG� PQV� GZCEVN[� UCVKUſGF� WPFGT� VJG�OQFGN��
which can be seen as an approximation to the 
more coherent Dirichlet-multinomial model 
analysed by Takemura (1998). The above 
FGUETKDGF� )COOC�2QKUUQP� OQFGN� YCU� UJQYP�
D[� 4KPQVV� 
������ VQ� JCXG� CU� NKOKV� YJGP�ũ� ��
0 the negative binomial model analysed in 
Benedetti and Franconi (1998) 

9. Discussion
Statistical Institutes have so far adopted a 

release strategy that almost invariably consists 
of a set of tables (counts and intensities), often 
CNUQ�RWDNKUJGF�QP�QHſEKCN�YGD�RCIGU�� CPF�QPG�
QT�OQTG�ſNGU�QH�OKETQ�FCVC��ſNGU�HQT�VJG�IGPGTCN�
RWDNKE� 
RWDNKE�WUG�OKETQ�FCVC�ſNGU��27(��� CPF�
ſNGU�HQT�TGUGCTEJ�

Before release, risk is assessed through one 
of the models outlined in this paper, which, 
however, rely on a scenario where all the external 
information is contained in the key variables. 
On the other hand, data published by statistical 
Institutes may provide extra information that, if 
not already accounted for, should be included 
in the scenario for the evaluation of disclosure 
risk. Trottini et al. (2006) note that allowing for 
this extra information in risk estimation would 
be complex and propose adopting a hierarchical 
release strategy that excludes, for instance, the 
case that tables contain information not already 
present in the released micro-data.

When applying disclosure limitation 
techniques, account should be taken of the 
information that could be used to undo the 
protection, in a way similar to the assessment of 
VJG�UQ�ECNNGF�UGEQPFCT[�EQPſFGPVKCNKV[�QH�VCDNGU��
+P�VJKU�TGURGEV��OGVJQFU�VJCV�TGNGCUG�VJG�UWHſEKGPV�
UVCVKUVKEU�QH�C�őNCTIGŒ�OQFGN�QT�GXGP�UKOWNCVKQP�
methods that preserve these approximately 
should be preferred, but apart from the case of 
EQPVKPIGPE[�VCDNGU��VJG�RTQDNGO�QH�FGſPKPI�UWEJ�
a model is far from being solved, especially 
for sparse data comprising many interrelated 
variables and subject to a variety of different 
analyses. An additional problem to be considered 
KU�VJCV�WUGTU�OKIJV�YCPV�VQ�ſV�VQ�VJG�FCVC�C�YJQNG�
set of models, or even different classes of models. 
6JKU�OCMGU�KV�FKHſEWNV�VQ�FGſPG�C�IGPGTCN�RWTRQUG�
release strategy, and makes the development 
of remote access systems more appealing for 
granting access to the data to a larger variety of 
statistical users.

Finally, as suggested by some authors, the 
decision on the release strategy should also 
consider the trade-off between disclosure risk 
CPF� VJG� DGPGſV� FGTKXKPI� HTQO� CP� GZRCPFGF�
access to the statistical information.
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