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Abstract: Due to the limited power of sensor nodes of Wireless Sensor Networks (WSN), routing in WSN becomes a hot topic for 

researchers to provide us several routing protocols for achieving minimum usage of power. Cluster size has a great effect on saving 

energy and enhancing the network lifetime in Cluster-Based Routing Protocols (CBRP). Energy consumption is increased either 

when the cluster is very large or very small. Therefore, optimum cluster size must be determined to enhance the Cluster-Based 

Routing Protocols performance. In this paper, authors will provide a mathematical analysis to calculate the optimum cluster size 

which is not clarified until now. On the basis of optimum cluster size, Balanced Energy Efficient Grid based Clustering protocol 

(BEEG) will be introduced. MATLAB will be used for evaluating the performance of our protocol. Simulation results show that 

proposed BEEG enhances the network lifetime and throughput more than other protocols such as LEACH, DCHS, K-LEACH, 

MOD-LEACH and Energy-LEACH.  

Keywords: Wireless Sensor Networks, Grid based clustering protocols, optimum cluster size, BEEG. 
 

1. INTRODUCTION 

Huge progress in Micro-Electro-Mechanical 

Systems (MEMS) technology allows an unionized 

structure which is comprised an enormous number of 

wireless sensor nodes and the base station. This 

structure is called WSN [1]. It is Tel-monitoring 

network which has several applications such as 

battlefield surveillance, patient monitoring, 

temperature calculation, and fire exposure and flood 

detection [2]. Efficient energy consumption of limited 

battery capacity of the sensor node is the main future 

trend in WSN. Routing protocols play a vital role in 

energy saving. In fact, efficient, secure and reliable 

routing protocol is a hot topic in WSN for researchers 

and scientists. The routing algorithms are classified 

into three main types: Direct transmission technique, 

Multi-hop transmission technique and clustering based 

algorithms [3]. In Direct Transmission (DT), Sensor 

nodes used single hop transmission to send the  

 

generated sensed data to BS. As power loss is related 

to distance, DT is efficient for small coverage area 

network, but in large area networks, farthest nodes 

from BS depleted their energy very quickly causing not 

monitored area. That phenomenon is called energy hole 

problem. In Minimum Transmission Energy routing 

(MTE), sensors used the multi-hop transmission to 

send the generated sensed data from the sensor nodes 

to BS. The minimum transmission energy route was 

selected for data flow. Sensors near the BS worked as 

relays for far sensors, so they depleted their energy 

faster than far nodes causing energy hole problem. 

When an energy hole problem in DT and MTE 

appears, some regions of the network will not be 

communicated with the BS..Therefore, the sensing 

process of the field will not be good overall networks 

lifetime [4] 

 

http://dx.doi.org/10.12785/ijcds/060101 
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Clustering in [5] had been considered one of most 

efficient manner for reducing the energy consumption 

of sensor nodes. The benefits of using clustering are as 

follows: 

saving energy by performing data compression at 

cluster heads. 

Cluster heads collect data from one hop neighbors, 

therefore reducing global communication into local 

communication. 

Reducing multi-hop, which gives rise to more 

energy consumption. 

  Clustering based routing protocols have two types: 

dynamic clustering in which clusters are combined and 

diminished dynamically and static clustering in which 

cluster are formed at the beginning of network 

operation and remain constant over network lifetime. 

Static clustering is better than dynamic due to no 

overhead owing cluster formation in each round. In 

these protocols, Cluster size plays a vital role in 

reducing energy consumption through the network. 

whilst the cluster size is extremely large; most of the 

sensor nodes should transmit their data very far and 

drain their energy quickly. On another hand small 

cluster size will reduce energy saving owing to data 

compression and the network may require a number of 

cluster more than an optimum number of cluster. 

Therefore    there is a trade-off in obtaining the optimal 

cluster size which achieves the least amount of 

transmission. In this paper, authors make mathematical 

analysis between direct transmission and multihop 

transmission to obtain threshold cluster size bound 

which allows least amount of energy for data 

transmission while more node are going to sleep mode, 

Therefore, Considerable energy provision can be 

obtained and   propose Balanced Energy Efficient Grid 

based Clustering protocol (BEEG) Which depends on 

the optimum cluster size.  

Authors are focusing on three enhancement 

network lifetime, load balancing and energy efficiency. 

The distinctive features of BEEG are: 

In each round, equal cluster head number is used. 

Cluster heads are disturbed uniform through  

    the sensing field. 

All clusters are equal in size. Therefore, balanced 

energy consumption is assumed within each cluster. 

Using multi-hop communication between CHs and 

sink to avoid direct communication between far cluster 

heads and sink. 

The remainder of this paper is organized as 

follows: Section II introduces related work. System 

model will be presented in Section III. The proposed 

approach will be made in Section IV. Simulation and 

discussions will be investigated in Section V. Finally, 

conclusions will be done in Section VI. 

II. RELATED WORKS 

 There are a number of Cluster-Based routing 

protocols for WSN have been introduced: Low Energy 

Adaptive Clustering Hierarchy protocol (LEACH) was 

discussed in [4]. It is considered as parent clustering 

based routing protocol. The cluster head is chosen 

based on the desired number of cluster head for the 

network and the number of the round in which node 

has not been chosen as a cluster head. The manner of 

choosing of cluster head appears many drawbacks such 

as: 

• The cluster head is selecting without considering 

its residual energy. If its energy is low, it will die in 

short time. 

• Non-uniform distribution of CHs is considered 

over network area. Therefore, unbalanced energy 

consumption appears. 

• Overhead exists due to calculating the threshold 

and random number for all nodes during cluster head 

selection at all rounds. 

Plentiful research works are done for overcoming 

these drawbacks. In Energy LEACH [6], the main 

parameter which decides whether the node will be 

cluster head or not is the remaining energy of the node. 

In LEACH-DCHS [7], the ratio between residual 

energy and initial energy of the node is taken as a part 

in the probability of selecting cluster head. Therefore, 

the node with high residual energy has more chance to 

become CH than a node with low energy node. Thus, 

LEACH-DCHS prolongs stability period by node 

energy aware. In Ref. [8], K-LEACH becomes as the 

same as LEACH. The main difference is that the 

threshold equation is modified. The optimum number 

of clusters and the remaining energy of a node is taken 

as a part of threshold equation. For MOD-LEACH in 

[9], Cluster size depends on its distance from the BS. 

Far clusters have a smaller size than near ones, as it 
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consumed larger energy in the transmission process. 

Grid based clustering protocols are widespread owning 

to their simplicity and uniform distribution of nodes 

[10]. In GAF [11], cluster size is done such that 

allowing any two nodes in adjacent clusters becomes in 

the same transmission range. In [12, 13], the cluster 

size is reduced for allowing nodes in diagonal clusters 

in the same transmission range. The best transmission 

range in two-dimensional network was done in [14-15] 

and for one-dimensional network [15]. 

 III. SYSTEM MODEL 

For a fair comparison between all the previous 

protocols, the radio model in [7] will be used. In this 

model a contention free MAC protocol for both 

transmission and receiving model is used, therefore 

interference from simultaneous transmission maybe 

avoided and neglected.  Figure 1 shows system model 

for transmitting a k-bit message from the transmitter 

(TX) to the receiver (RX).  

 

Figure 1. Radio power dissipation model. 

 

The required energy by TX for transmitting a k-bit 

message a distance(𝑑) is given by [1], 

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘. 𝐸𝑒𝑙𝑒𝑐⏟    
𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑   𝑝𝑜𝑤𝑒𝑟 
𝑖𝑛  𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐  𝑐𝑖𝑟𝑐𝑢𝑖𝑡

+ 𝑘. 𝐸𝑎𝑚𝑝. 𝑑
𝑝

⏟      
 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 

 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑚𝑝𝑙𝑖𝑓𝑖𝑒𝑟

𝐸𝑇𝑥(𝑘, 𝑑)

=

{
 
 

 
 

𝑘. 𝐸𝑒𝑙𝑒𝑐⏟    
𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑   𝑝𝑜𝑤𝑒𝑟 
𝑖𝑛  𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐  𝑐𝑖𝑟𝑐𝑢𝑖𝑡

+ 𝑘. ɛ𝒇𝒔  . 𝑑
2

⏟      
𝐹𝑟𝑒𝑒  𝑠𝑝𝑎𝑐𝑒  𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 
 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑚𝑝𝑙𝑖𝑓𝑖𝑒𝑟

                 ,             𝑖𝑓 𝑑 < 𝑑𝑜        

    𝑘. 𝐸𝑒𝑙𝑒𝑐⏟    
𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑   𝑝𝑜𝑤𝑒𝑟 
𝑖𝑛  𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐  𝑐𝑖𝑟𝑐𝑢𝑖𝑡

+  𝑘. ɛ𝒂𝒎𝒑  . 𝑑
4

⏟      
𝑀𝑢𝑙𝑡𝑖𝑝𝑎𝑡ℎ  𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 
 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑚𝑝𝑙𝑖𝑓𝑖𝑒𝑟

                ,         𝑖𝑓  𝑑 ≥ 𝑑𝑜   
 

                                                                       (1) 

where the characteristic distance is  𝑑𝑜 = √
ɛ𝒇𝒔  

ɛ𝒂𝒎𝒑  
  

, 𝐸𝑎𝑚𝑝    amplification energy may be   ɛ𝒇𝒔   free space 

amplification energy or ɛ𝒂𝒎𝒑   multi path amplification 

energy and 𝐸𝑒𝑙𝑒𝑐  electronic circuit energy. 

The required energy by RX to receive this 

message is denoted by, 

𝐸𝑅𝑥  (𝑘) =  𝐸𝑅𝑥−𝑒𝑙𝑒𝑐  (𝑘) = 𝑘 . 𝐸𝑒𝑙𝑒𝑐                      (2)                                                        

If an intermediate node between TX and RX is used for 

relaying data between them, the intermediate node’s 

radio expends to: 

 𝐸𝐹𝑥(𝑘, 𝑑) =   𝐸𝑅𝑥(𝑘) +  𝐸𝑇𝑥(𝑘, 𝑑)         

={
2 ∗ 𝑘 ∗ 𝐸𝑒𝑙𝑒𝑐 + 𝑘 ∗ ɛ𝒇𝒔  ∗ 𝑑

2       ,           𝑖𝑓 𝑑 ≤ 𝑑𝑜

2 ∗ 𝑘 ∗ 𝐸𝑒𝑙𝑒𝑐 + 𝑘 ∗ ɛ𝒂𝒎𝒑  ∗ 𝑑
4      ,           𝑖𝑓 𝑑 > 𝑑𝑜 

                                                                   

(3) 

when cluster head contains 𝑚𝑖  member nodes (where 𝑖 
=1, 2,…, L ). The dissipated energy is appeared by CH 

in accepting cluster members message, aggregation the 

accepted message and sending the aggregated data to 

the BS which is given by Eq.(4); where 𝐸𝐷𝐴  is the data 

aggregation consumed energy,  𝑑𝑖−𝑡𝑜𝐵𝑆  is the distance 

between the 𝑖𝑡ℎ CH node and BS. 

𝐸𝐶𝐻(𝑖, 𝑘, 𝑑) =

{
 
 

 
 
         𝑘. 𝐸𝑒𝑙𝑒𝑐 .𝑚𝑖           +     𝑘. 𝐸𝐷𝐴. (𝑚𝑖 + 1)   +    𝑘. 𝐸𝑒𝑙𝑒𝑐 + ɛ𝒇𝒔  . 𝑘. 𝑑𝑖−𝑡𝑜𝐵𝑆

2         

 , 𝑖𝑓 𝑑𝑖−𝑡𝑜𝐵𝑆 < 𝑑𝑜 

 𝑘. 𝐸𝑒𝑙𝑒𝑐 .𝑚𝑖⏟      
𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔   𝑠𝑖𝑔𝑛𝑎𝑙  𝑓𝑟𝑜𝑚 

𝑚𝑒𝑚𝑏𝑒𝑟      𝑛𝑜𝑑𝑒𝑠 

+   𝑘. 𝐸𝐷𝐴. (𝑚𝑖 + 1)⏟          
𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑖𝑛𝑔 (𝑚𝑖+1)

𝑠𝑖𝑔𝑛𝑎𝑙

 +   𝑘. 𝐸𝑒𝑙𝑒𝑐 + ɛ𝒂𝒎𝒑  . 𝑘. 𝑑𝑖−𝑡𝑜𝐵𝑆
4

⏟                       

𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑖𝑛𝑔   𝑡ℎ𝑒   𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒𝑑  
𝑠𝑖𝑔𝑛𝑎𝑙  𝑡𝑜 𝐵𝑆

  , 𝑖𝑓  𝑑𝑖−𝑡𝑜𝐵𝑆 ≥ 𝑑𝑜

                                                                                                                                                       

(4) 

IV. PROPOSED APPROACH 

It's preferable to use direct transmission not multi-

hop transmission inside the cluster. However, direct 

transmission is more energy efficient than multi-hop 

transmission below the threshold distance, therefore 

threshold distance defines the maximum direct distance 

between the cluster head and the farthest node. The 

optimum cluster size is designed based on this 

threshold distance which will be analyzed in the 

following: 

A-Deduction of Threshold Distance 

Figure 2 displays linear network with N sensor 

nodes mounted along a road from source to its cluster 

head. Linear application likes expressway traffic using 

the linear network. When a source node wants to send 

its data to its cluster head. It should specify efficient 

transmission policy. In this Section, authors make 

analysis to offer general equation for threshold distance 

𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  that is used as a judging metric to specify 

the efficient transmission manner. 

Figure 2. Linear network. 
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In general, the transmission energy for N-hop is 

given by,  

 𝐸𝑁_𝐻𝑜𝑝 = 𝐸𝑀𝑇𝐸 =  𝑘. 𝐸𝑒𝑙𝑒𝑐 + 𝑘. 𝐸𝑎𝑚𝑝 . (
𝑑

𝑁
)
𝑝

⏟              
𝑆𝑜𝑢𝑟𝑐𝑒 𝑛𝑜𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦

+

(𝑁 − 1)(2. (𝑘. 𝐸𝑒𝑙𝑒𝑐) + 𝑘. 𝐸𝑎𝑚𝑝 . (
𝑑

𝑁
)
𝑝

)⏟                        
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦 𝑏𝑦 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑛𝑜𝑑𝑒

                 (5) 

      In direct transmission (DT), the transmission 

energy is denoted by, 

𝐸𝐷𝑇 (𝑘, 𝑑) =   𝑘. 𝐸𝑒𝑙𝑒𝑐 + 𝑘. 𝐸𝑎𝑚𝑝 . 𝑑
𝑝                   (6)                                               

Direct transmission consumes less energy than 

multi-hop transmission if: 

∆E =  𝐸𝐷𝑇  −   𝐸𝑁−ℎ𝑜𝑝 ≤  0                                  (7)                                                                                                                           

∆E = 𝑘. 𝐸𝑒𝑙𝑒𝑐 + 𝑘. 𝐸𝑎𝑚𝑝 . 𝑑
𝑝    −       

 𝑘. 𝐸𝑒𝑙𝑒𝑐 − 𝑘. 𝐸𝑎𝑚𝑝 . (
𝑑

𝑁
)
𝑝

− (𝑁 − 1)(2. (𝑘. 𝐸𝑒𝑙𝑒𝑐 +

𝑘. 𝐸𝑎𝑚𝑝 . (
𝑑

𝑁
)
𝑝

) 

∆E = 𝑘. 𝐸𝑎𝑚𝑝 . 𝑑
𝑝    −    𝑁. 𝑘. 𝐸𝑎𝑚𝑝 . (

𝑑

𝑁
)
𝑝

−  2. (𝑁

− 1)(𝑘. 𝐸𝑒𝑙𝑒𝑐)  ≤  0 

1-If  𝑑 < 𝑑0    then 
𝑑

𝑁
< 𝑑0   and  𝐸𝑎𝑚𝑝 = ɛ𝒇𝒔   

∆𝐸 =  𝑘. ɛ𝒇𝒔  . 𝑑
2    −    𝑁. 𝑘. ɛ𝒇𝒔  . (

𝑑

𝑁
)
2

−  2. (𝑁

− 1)(𝑘. 𝐸𝑒𝑙𝑒𝑐) ≤  0 

   d≤√(
2.(𝑁−1).𝐸𝑒𝑙𝑒𝑐

(1−
1

𝑁
 ).ɛ𝒇𝒔  

)                                     (8)                                                                                                                                                                                                                                                                                                      

2- If  𝑑0 < 𝑑 < 2. 𝑑0   then 
𝑑

𝑁
< 𝑑0    𝑎𝑛𝑑 𝐸𝑎𝑚𝑝  =

 ɛ𝒂𝒎𝒑  . 

∆𝐸 = 𝑘. ɛ𝒂𝒎𝒑  . 𝑑
4    −    𝑘. ɛ𝒇𝒔  (

𝑑2

𝑁
) − 2. (𝑁 −

1)(𝑘. 𝐸𝑒𝑙𝑒𝑐)  ≤  0 

d≤

√
  
  
  
  
 

(

 
 

ɛ𝒇𝒔  

𝑁
±(√((

ɛ𝒇𝒔  

𝑁
))

2

+8.(𝑁−1).ɛ𝒂𝒎𝒑  )

2.ɛ𝒂𝒎𝒑   

)

 
 

        (9) 

 3-if 𝑑 > 2. 𝑑0 and  
𝑑

𝑁
> 𝑑0 then𝐸𝒂𝒎𝒑  =   ɛ𝒂𝒎𝒑  . 

∆𝐸 = 𝑘. ɛ𝒂𝒎𝒑  . 𝑑
4    −    𝑘. ɛ𝒂𝒎𝒑  (

𝑑4

𝑁3
) − 2. (𝑁 −

1)(𝑘. 𝐸𝑒𝑙𝑒𝑐)  ≤  0 

𝑑 ≤ √
2.(𝑁−1).𝐸𝑒𝑙𝑒𝑐

(1−
1

𝑁3
) ɛ𝒂𝒎𝒑  

4
                  (10)                                                                                                                  

From the previous analysis  

Direct transmission consumes less energy than 2-

hop transmission if: 

 

D≤

{
  
 

  
 2 ∗ √(

𝐴

2.𝐵
)               , 𝑑 ≤ 𝑑0

√(
𝐵±(√𝐵2+8.𝐶)

2.𝐶
)    , 𝑑0 < 𝑑 ≤ 2 ∗ 𝑑0               

2 ∗ √
𝐴

7∗ 𝐶

4
                  𝑑 ≥ 2 ∗ 𝑑0

(11)   

Where A=𝐸𝑒𝑙𝑒𝑐  ,B=
ɛ𝐟𝐬  

2
, C=ɛ𝑎𝑚𝑝. Therefore, 

maximum direct distance 𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑     that will be used 

in the cluster can be given by, 

𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =

{
 
 
 
 

 
 
 
   2 ∗ √(

𝐴

2.𝐵
)             ,               𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ≤ 𝑑0

√

 

(
𝐵±(√𝐵2+8.𝐶)

2.𝐶
), 𝑑0 <  𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

2 ∗ √
𝐴

7∗ 𝐶

4
                    ,          𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 > 2. 𝑑0

≤2. 𝑑0    

(12)     

Authors can define the threshold distance as the 

upper allowable distance within the cluster itself; 

Therefore, the optimum cluster size is a size in which 

the distance between two possible far nodes in the 

same cluster is smaller than the threshold distance. 

According to the network design, the cluster shape may 

be square or circle or hexagonal based on the shape, 

the area and side are calculated according to the 

threshold distance. In our protocol, we assume cluster 
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shape is square. Therefore, its area should be≤

(
1

2
)  dthreshold 

2
and its side ≤  √

 dthreshold 
2

2
⁄ . 

B-Energy Efficient Routing Protocol: 

Let us assume WSN is deployed in [X, Y] area 

with N nodes. The network designer calculates the 

threshold distance which is depended on the sensor 

node design parameter (𝐸𝑒𝑙𝑒𝑐 , ɛ𝒂𝒎𝒑 , ɛ𝒇𝒔  )  according to 

equation (12). Hence the optimum cluster size is 

known. optimum number of cluster is determined by 

dividing the field area by the optimum size of cluster. 

These clusters are uniformly distributed over the field 

like a grid and sensor nodes are equal and random 

distributed in each cluster as shown in figure.4. 

Authors can introduce proposed protocol by the 

following steps: 

 Step 1: as soon as the nodes are deployed, they use 

CSMA/CA for sending a hello packet to BS which 

contains the location of the node and the residual 

energy. Figure. 3 shows the format of hello packet. 

Step 2: BS selects only one cluster head for each 

cluster, which has the maximum residual energy. 

Step 3: BS transmits the packet to each cluster head, 

which contains the following field: source ID, 

destination ID, MAC address of all its cluster members 

and the neighboring cluster heads. 

Step 4: Each cluster head sends a message which 

contains source ID, destination ID, and cluster number 

to all its cluster members. CH uses Time Division 

Multiple Access (TDMA) in communication with 

cluster members when it receives messages from all 

nodes that should join to the cluster. It creates TDMA 

frame depending on the number of sensor nodes. Then 

it informs each node when to send data. 

Step 5: Each cluster member sends its data and its 

residual energy to its cluster head. 

Step 6: Cluster head processes and aggregates the 

received data and forwards it to sink. 

 

 

 

Step 7: Each cluster head compares the residual energy 

of all its cluster member and chooses the cluster 

member has the maximum residual energy for being 

cluster head in the next round and informs the BS 

which node will be cluster head in the next round. 

From Step 3 and Step 7 are done until the all nodes are 

dead. 

The flow chart of our protocol is shown in 

Figure5.  

 

Figure 3. format of a hello packet. 

 

 

Figure 4. Network configuration. 
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Figure 5. BEEG flow chart. 

 

V. SIMULATIONS AND DISCUSSIONS  

A- Network model 

The following assumptions are fixed for all 

previous protocols and our approach: 

1. The sink is unlimited resource device and is 

located on the border of the network. 

2. As soon as the sensor nodes are randomly 

deployed, its location is maintained fixed. 

3. All sensors nodes know its location using GPS 

or any other location determination device. 

4. All sensor nodes are proactive (sense data 

periodically). 

5.  Close sensors have correlated data. 

6. The symmetric communication channel (i.e. 

the energy cost for sending data between two 

nodes is the same for both directions). 

B- Performance Measurements 

The following parameters judge the efficiency of 

the routing protocol: 

First Dead Node (FDN): The round at which the first 

node drains its battery. It is also called Stability period. 
Half Dead Node (HDN): The round at which half of 

the nodes drain their batteries. 

Last Dead Node (LDN): The round at which all nodes 

drain their batteries. 

Network lifetime:  the time period between the 

beginning of the network work and the last node death 

round. 

Stability Period: the time period between the start of 

network operation till the first node death round. 

Instability Period: The time interval between the FDN 

and LDN. 

Number of CHs per round: the number of nodes per 

round, which will aggregate the sensed information 

from near nodes, then sent it to the BS directly. 

Throughput: The total amount of data sent over the 

network. This includes the packets sent from normal 

nodes to either their CHs or BS, in addition to packets 

sent from CHs to the sink. 

Average consumed energy: The average consumed 

energy for each node over network lifetime. 

Residual energy: The residual energy of all nodes over 

the network life time.  
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c- Simulation Results 

The proposed protocol is experimented extensively 

using MATLAB programs. Our simulation will use 90 

sensor nodes with 0.5J initial energy, deployed 

randomly within a 225x225 𝑚2 sensor field. The 

length of message is 4000 bits. The parameters that are 

used in our simulation are shown in Table 1. There are 

two scenarios for suggested protocol are taken: 

1-BS location becomes at center [112.5, 112.5]. 

2-BS location is at corner [225,225]. 

TABLE 1 SIMULATION PARAMETERS. 

Parameters Values 

Network field (225,225) 

Number of nodes 90 

Message Size 4000 bits 

Do (threshold distance) 87,7 m 

Initial energy of nodes E 0.5 J 

Energy for data aggregation 𝐸𝐷𝐴 5 nJ/bit/signal 

Transmitting and receiving energy 

𝐸𝑒𝑙𝑒𝑐  

5 nJ/bit 

 Free space amplification energy 

ɛ𝐟𝐬   

10 PJ/bit/m2 

Multipath amplification energy for 

ɛ𝐚𝐦𝐩   

0.013 PJ/bit/m4 

 

1-Network lifetime:  

Figures 6 and 12 display the network lifetime, 

stability and instability period for LEACH [4], K-

LEACH [8], DCHS [7], Energy-LEACH [6], MOD-

LEACH [9] and BEEG, respectively for sink location 

at center and sink location at corner. Figure 7 and 

figure 13 show the FDN, HDN and LDN measures for 

sink location at center and sink location at corner. 

From the simulation results, our proposed protocol 

enhances the stability period and network life time as 

compared to LEACH, K-LEACH, DCHS, Energy-

LEACH and MOD-LEACH.  

 

Table 2 shows the percentage of enhancement of 

our proposed as compared to LEACH, K-LEACH, 

DCHS, Energy-LEACH, MOD-LEACH. To calculate 

the percentage of stability enhancement of our 

proposed protocol, authors use the following law: 

Stability enhancement % 

=
 FDN OF OURPROPOSED−FDN OF THE PREVIOUS PROTOCOL

FDN OF THE PREVIOUS PROTOCOL
* 

100                                                                         (13) 

The proposed protocol has more stability period 

than these previous protocols as the sensor nodes able 

to work properly over longer time . when the sink at 

the corner, there is no percentage of lifetime 

enhancement stability. Therefore, table 2 does not 

contain lifetime enhancement when sink at corner. 

Furthermore, the remaining energy of all nodes in the 

network reduces more slowly than other protocols as 

shown in figure 8 and figure 14. 

2-Throughput: 

In addition to network lifetime, throughput is a 

vital metric that is used to judge the efficiency of the 

routing protocol. Throughput depends on network 

lifetime in a sense but not always. According to the 

result in figure 9, the maximum throughput is achieved 

by BEEG. Uniform distribution of CH over the sensing 

field and efficient CH selection of these CHs and 

enhanced network lifetime represent memorable 

reasons of increasing the throughput. 

3-Cluster Head formation: 

   Figure 10 and figure 16 show the number of 

Cluster Heads chosen at each round. In LEACH, 

DCHS, K-LEACH and MOD-LEACH CHs, selection 

are based on the probability. So fixed numbers of 

clusters are not guaranteed. In our proposed protocol, 

the number of CHs is fixed over the network life time. 

 4- Energy consumption in different areas: 

The relation between energy consumption and 

rounds in different areas in BEEG is shown in figure 

17. the energy consumption is balanced over the 

sensing field.  
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TABLE 2 PERCENTAGE OF ENHANCEMENT OF OUR 

PROPOSED PROTOCOL. 

 

 

Protocol 

 

 

Sink at center 

 

 

Sink at 

corner 

 

Stability Lifetime Stability 

LEACH 64.9% 46.5% 494.5% 

DCHS 7.2% 57.2% 336.5% 

K LEACH 345.4% 6.1% 2914.2% 

Energy-

LEACH 

54.4% 108.6% 198.8% 

MOD-

LEACH 

10.55% 41.3% 172.8% 

 

 

      Figure 6. Network lifetime when sink at center. 

 

    Figure 7. FDN, HDN and LDN when sink at center 

 

 

  
Figure 8 Remaining energy of all sensor nodes when sink at center 

 

 

Figure 9. Received packets over round when sink at center. 

 

Figure 10. Number of Cluster Head over round when sink at center 
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Figure 11. Energy consumption of BEEG in 

different areas when sink at center. 

 

Figure 12. Network lifetime when sink at corner. 

Figure 13. FDN, HDN and LDN when sink at corner. 

 

 

Figure 14. Remaining energy of all sensor nodes when sink at 

corner. 

 

Figure 15. Received packets over rounds when sink at corner. 

 

 

Figure 16. Number of cluster Head over round when the sink at 

corner. 
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Figure 17 Energy consumption of BEEG in different areas 

when the sink at corner. 

 

Figure 18 Energy consumption of BEEG in different areas 

when sink at corner. 

 

Figure 19 Scalability effect on throughput. 

 

 

 

 

SCALABILITY ANALYSIS 

We also analyze the scalability of our protocol by 

changing the number of total nodes. We compare the 

number of alive nodes and packets sent per round in 

each scenario. The simulation results are shown in 

Figures 18 and 19. Varying the number of nodes can 

vary the delay of packets reception. Therefore, by 

increasing the number of nodes, it can increase the 

delay because if TDMA is used, then most of the nodes 

must wait for their turn to send the data. This 

increment in delay is crucial for time critical 

applications. But, in our case, we have an only 

considerable number of live nodes and number of 

packets sent to BS per round. It also can be seen that 

the changing the number of nodes doesn’t affect the 

number of live nodes and number of packets sent per 

round. 

CONCLUSIONS 

Owning to Cluster size plays a vital role in 

enhancing the Grid based clustering routing protocol 

performance. Comprehensive analysis on the 

maximum allowable cluster size was done and based 

on this analysis, authors present proposed clustering 

based routing protocol to enhance the network lifetime 

and to reduce energy consumption. BEEG avoids far 

direct transmission which quickly drains the node 

energy, balances energy consumption over the network 

due to uniform distribution of cluster heads and cluster 

head selection based on energy aware of node. 

Simulation results showed that BEEG has larger 

network lifetime and energy efficient as compared to 

other protocols such as LEACH, DCHS, K-LEACH, 

MOD-LEACH and Energy-LEACH. 

FUTURE WORK  

  Authors want to apply optimum cluster size in 

dynamic clustering and take the distance from the base 

as parameter in cluster head selection.  
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