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Abstract: Due to the significance of ancient Arabic manuscripts and their role in enriching valuable historical information, this study
aims to collect Arabic manuscripts in a dataset and classify its images to predict their authors. We accomplished this study through two
main phases. First is the data collection phase. Arabic manuscripts gathered, including 52 Arabic Authors. Second is the models’
development phase to extract the visual features from the images and train the networks on them. We built four deep learning models
named: MobileNetV1, DenseNet201, ResNet50, and VGG19. We configured the models by tuning their learning hyperparameters
toward optimizing their recognition process. Afterward, we performed a comparative analysis between all the models to measure their
performance. Eventually, we reached that minimizing the learning rate, combining “Sigmoid” with “Softmax”, and increasing the
number of neurons on the final classification dense layer improved the networks’ recognition performance significantly since all
utilized deep learning models reached above 95% validation accuracy.

Keywords: Ancient Arabic Manuscripts, Authors Recognition, Convolutional Neural Networks, Deep Learning Models, Learning

Hyper-parameters.

1. INTRODUCTION

Until now, there has been a gap between extracting
low-level features from images as captured by electronic
devices and between extracting high-level semantic
concepts as viewed by real humans’ brains. Deep learning
is a rigid technique that utilizes Convolutional Neural
Networks (CNN) to mimic humans’ brains in
distinguishing and classifying images.

Therefore, there is a significant need to explore the
ability to utilize deep learning models for images’
classifications. Al-Ayyoub et al. [1] claim that new
developments in the field of deep learning showed
innovative solutions in natural language processing,
speech recognition, and computer vision, which includes
images classification and prediction.

Classical CNN consists of three main layers. First is the
convolution layer, second is the pooling layer, and last is
the fully-connected layer.

Rawat & Wang [2] state that the convolutional layers
are playing the role of features extractor. Thus, they learn
and extract the features from the input images to organize
the neurons located on the convolutional layers into

feature maps. On the other hand, the role of the pooling
layers is to minimize the spatial resolution exited from the
previously arranged feature maps to reach spatial
invariance. Usually, there are several numbers of stacked
convolutional and pooling layers on top of each other to
extract the features and reduce the distortion in the data.
Finally, the fully-connected layer that is responsible for
computing the final loss function to resolve the
classification problems.

Dureja & Pahwa [3] believe that the techniques to
images classification started with depending on the visual
features only and then developed into using the distance
metric learning; until it reached using deep learning
technology. They admit that the deep learning techniques
that leverage the use of convolutional neural network
layers to extract the images’ features are currently the best
techniques for classifying images successfully. Therefore,
using deep CNN would improve the performance of
images’ classification, especially when dealing with large
and complex datasets. In fact, CNN can be trained on
datasets and become able to select the best distinguishing
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features using either supervised learning or unsupervised
learning [4].
Collected Arabic manuscripts used in this study are
historical because they established a very long time ago.
Some of the manuscripts created before the hijra of the
prophet “Mohammed” were the Islamic calendar got
started. Hence, all available ancient Arabic manuscripts
are handwritten and have poor visualization quality, which
made them harder to visualize and read. Sometimes the
same person establishes and writes the manuscript. While
in other situations, one person creates the manuscript
called “author”; and another different person writes it
called “writer”. There might also be an “editor” that
reviews the written manuscript and modifies it. However,
this study considers only the “authors” of the Arabic
manuscripts.
The motivation of this research is to modulate the
primary learning hyperparameters that affect the deep
learning models’ evaluation parameters to be able to reach
the best strategy that would improve the classification and
recognition accuracies.
Contributions of this paper are as follows:
1. Collect ancient Arabic manuscripts in a dataset
and classify its images to be able to recognize
their authors
2. Experiment three hypothesis
2.1. Minimizing the learning rate allows the
model to learn slowly and hence, it will
improve the learning process

2.2. Increasing the number of final classification
dense layers improve the classification
accuracy

2.3. Increasing the number of neurons entering
the final classification layer enhance the
learning performance

3. Test a range of five various values from each
hypothesis on four different deep learning models
named: MobileNetV1, DenseNet201, ResNet50,
and VGG19.

The rest of the paper organized as follows: Section 2
discusses the literature review and previous work done on
the field. Section 3 explains the collection of our ancient
Arabic manuscripts.  While section 4 clarifies the
augmentation and preprocessing of the collected dataset,
as well as, it explains the development of the various deep
learning models. Section 5 highlights the conducted
experiments of the developed models and modulating their
learning hyperparameters toward reaching high results of
authors recognition. Section 6 analyzes and compares the
generated results of the four deep learning models. Also,
it relatively compares between the proposed method and
the existing state-of-the-art methods. Finally, section 7
concludes the paper.

2. RELATED WORK

Much of the literature has been focusing on authors’
identification and prediction. In this section, we review
previous studies in the field, and we organize them as
either performed using the traditional algorithms or
performed using the trending deep learning algorithms.

A. Prediction Using Traditional Algorithms

Bagasi & Elrefaei [5] propose predicting the authors of
historical Arabic manuscripts using visual local-based
features. The dataset they used manually collected from 30
books. It contains 1670 images of historical Arabic
manuscripts. The authors initially classified their dataset
into 29 classes based on the authors of the manuscripts.
They preprocessed their manually collected dataset by
converting the colored images into a grey-scale and then
resized them into (256x256) pixels. The last step in the
preprocessing phase was to use the Otsu's method to
binarize grey-scale images to be able to visualize their
contents better.

The authors recommend extracting local visual
features from the ancient Arabic manuscripts using two
Content-Based Images Retrieval (CBIR) techniques,
which are Speeded-up Robust Feature (SURF) and Binary
Robust Invariant Scalable Key points (BRISK).
Afterward, the authors employed the Hamming Distance
(HD) measurement to find-out the matching images for
each predicted author using the BRISK feature extraction
technique. While they used the Sum of Square Differences
(SSD) measurement for the SURF technique. Finally, the
authors computed both precision and recall reaching that
the SURF technique extracts the local visual features
better than the BRISK method. That is because SURF
accomplished 70% for both precision and recall, while
BRISK accomplished 53% recall and 50% nprecision.
Noting that the overall accuracy of the system is 61%
using the SURF technique and 37% using the BRISK
technique.

Adam et al. [6] used ancient Arabic manuscripts to
discover and test a unique algorithm for manuscripts' age
and author’s prediction. They utilized the KERTAS
dataset, which consists of more than 2000 images of high-
quality scanned ancient Arabic manuscripts. To tackle the
features extraction problem, the authors employed two
techniques. First, is the sparse representation-based
technique that uses normalization to choose the nearest
sub-space of the manuscript assisted. Second, is the
handwriting style-based features. The features measure the
run-length, which concern with both the edge hinge and
edge direction measurements.

Afterward, both the accuracy with the predefined folds
and the accuracy with the random training and testing
partitions calculated. Moreover, the k-nearest neighbor
with k=3 estimated. KERTAS dataset utilized for the
testing scenario. The authors used complete images




Int. J. Com. Dig. Sys. 9, No.5, 783-799 (Sep-2020)

s
o)

wi=) 785

without any cropping because they were interested in
studying both the writing and the layout styles to help them
in identifying the age and author of each manuscript.
However, they resized the images looking for the best size
to discover manuscripts’ features. Hence, they started with
(12x12) pixels. Then, they increased the sizes to become
(25%25), (50x50), (100x100), (200x200) and till
(250%250) pixels. They concluded that with reducing the
size of the images, most of the features become unclear,
which minimizes the chances to find the right matching
manuscript successfully. Similarly, increasing images size
dramatically might cause the same un-clarity in
visualizing images features. Eventually, they concluded
that the most accurate size for visualizing images was
(50%50) pixels.

Asi et al.,, [7] recommend a new algorithm for
identifying the writer(s) of ancient Arabic manuscripts
successfully. Their algorithm also includes determining
the number of writers. They propose utilizing the Intra-
Document Analysis (IDA) process in conjunction with the
integrated local and global features for reaching their goal.
Two datasets were used, which are: WAHD and KHATT.
WAHD dataset consists of 353 manuscripts, while the
KHATT dataset consists of around 1000 short
manuscripts. For the preprocessing purpose, the authors
cropped the background of the scanned images and then
segmented their primary text.

To identify the manuscript writer successfully, the
researchers recommend extracting both local and global
features. Regarding the local features, which are the low-
level features represented through the curves and
roundness of each manuscript handwritings, they captured
utilizing the "modified contour-based feature”. On the
other hand, the global features, which are the high-level
features based on observing the uniqueness of each writer's
handwriting style. That accomplished employing the
"globalizing local keypoint descriptors".

After extracting the features from each page and the
entire manuscript, three classifications techniques used.
Then, based on the similarity measurement of the
handwriting style, the query image was classified into one
of three classifications techniques, which are: averaging,
voting, or weighted voting. The similarity between the
query manuscript and the manuscript stored in the dataset
was measured using the cosine or the Chi-square distance
metric.

For the evaluation purpose, the authors used the "leave-
one-out cross-validation” strategy. In this strategy, the
authors randomly choose one manuscript for the query
process. For the testing scenario, the authors tested all the
manuscripts in KHATT dataset as it is relatively small.
However, they have also tested the Islamic Heritage
Project (IHP) section from the WAHD dataset, which

consists of 333 manuscripts written by 302 distinct writers.
They eventually concluded that using the proposed
algorithm would reach accurate identification of
manuscript writers.

Yahia [8] recommends integrating both the Content-
Based Image Retrieval (CBIR) techniques with the Latent
Semantic Indexing (LSI) approach to facilitate the
indexing of historical Arabic manuscripts. The used
dataset was only two pre-scanned ancient Arabic
manuscripts named: "Sahih Al-Bukhari* (s;bedl zexe) and
"Mawageet Al-Haj wa Al-Umra" (s,eally =)l cudlse ). FOr
the preprocessing of the dataset purpose, the author did
two operations, which were binarization and smoothing
the images by getting rid of their noise. Binarization
involves converting colored images into greyscale images
and then, into binary images. On the other hand, the main
goal behind the smoothing algorithm is to remove any
unnecessary parts in the image.

After preprocessing the images, they segmented into
words. The author constructed latent semantic indexing by
computing the values of four local features as following:
1) concentric circle features, 2) angular line features, 3)
rectangular region features, and 4) circular polar grid
features. Moreover, the similarities among the query
image and the rest of the images existed in the dataset were
measured utilizing the singular value decomposition. To
evaluate the performance of the proposed model, both
precision and recall of the ancient Arabic manuscripts
computed. For the testing purpose, the author
implemented the system using “Matlab” and stored his
information using Microsoft Excel. The same two pre-
scanned Arabic manuscripts tested through pre-processing
them, segmenting them into individual words. Using the
four features sets, the author concluded that the perfect set
is the circular polar grid with 78.8% recall.

Aghbari & Brook [9] introduce an approach for
segmenting and classifying ancient Arabic manuscripts.
The authors used a hardcopy dataset called Historical
Arabic Handwritten (HAH) manuscripts for their study by
scanning them to convert their images into digital copies.
The scanned images then preprocessed through four steps
as following: 1) binarization, 2) noise removal, 3)
smoothing, and 4) thinning. These preprocessing steps
improved the original poor-quality presented in the ancient
Arabic manuscripts and simplified the rest of the retrieval
steps.

After preprocessing the original manuscripts’ images,
they segmented them into words, and then each word
segmented into its connected parts. The features then
extracted from the connected parts by recognizing both the
structural and statistical features. In addition, the
feedforward technique of multi-language processing
neural network used to classify the feature vectors. For the
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testing scenario, the authors used one historical Arabic
manuscript named "Ll 4a 5 o= SGlll 2IS", There are 27
pages in the testing manuscript. After preprocessing the
manuscript, segmenting it, and extracting its features using
the neural network. The average accomplished accuracy
computed as 89.3%.

B. Prediction Using Deep Learning Algorithms

Bagnall [10] designed a multi-headed Recurrent Neural
Network (RNN), which is a particular type of deep neural
networks that execute sequential elements identically. In
contrast, the generated output is depending on the
preceding execution. RNN has been excessively used in
Natural Language Processing (NLP) applications because
they inspect sequential information [11].

RNN differs from CNN in that there is no connection
between the nodes of the layers. However, the layers are
fully connected. Hence, we can imagine that each layer is
presenting the network computations at a specific time
slot. RNN employs a backpropagation algorithm in their
training, which made them rigid but more challenging to
train since the back-propagated elements might get smaller
or more prominent in every step [12]. However, the author
in [10] used RNN to identify authors successfully utilizing
the texts as inputs to his deep learning model. His task
designed for the “PAN 2015” authors identification
competition, and he was able to record higher than 80%
average Area Under Curve (AUC).

Similarly, Schaetti [13] participated in the “PAN 2017”
competition and utilized a deep learning model that is
using CNN for authors profiling. His model was confusion
between deep learning and Term-Frequency-Inverse
Document Frequency (TFIDF) model. The researcher
experimented with the confusion model in many different
languages; the Arabic language was one of them. The used
CNN deep learning model leverages both “ReLU” and
“Softmax” activation functions at the last two dense
layers. To evaluate the author’s model, he collected four
tweet collections from the Twitter application. After
assessing his model, he reached a final accuracy equals to
64% for Arabic language authors identification.

Moreover, Qian et al. [14] evaluated four deep learning
models on two different datasets to identify authors. The
used datasets are “Reuters 50 50” and “Gutenberg”.
While, the used deep learning models are “sentence-level
GRU, article-level GRU, article-level LSTM, and article-
level Siamese network”. Finally, they concluded that the
best performing model was the article-level GRU. That is
because it recorded 69.1% accuracy on the Reuters dataset
and 89.2% accuracy on the Gutenberg dataset.

He & Schomaker [15] experimented with three methods
for identifying the writers of images. They are as
following: baseline, linear adaptive, and deep adaptive
learning methods. They utilized images, including one
single handwritten word—the images taken from two
freely available datasets named CVL and IAM. The
researchers trained their convolutional neural network
employing the “Tensorflow” deep learning library and
NVIDIA GPU GTX 960. They concluded that the deep
adaptive learning algorithm is the best algorithm for
writers’ identification. That is because it recorded 78.6%
top-1 and 93.7% top-5 recognition rates using the CVL
dataset. In addition, it recorded 96.5% top-1 and 86.1%
top-5 recognition rates using the IAM dataset.

After reviewing previous researches in the field, we
found out that even though some efforts made on
classifying and recognizing the authors of the Arabic
manuscripts, there still a need to do much research on
implementing the deep learning technology for Arabic
authors' prediction. That is because the deep learning
technology “in particular” has been recording the highest
evaluation metrics in many various domains. Thus, we
focus in this paper on experimenting with multiple deep
learning models for Arabic authors classifications and
recognitions and tuning their learning hyperparameters
looking for the best strategy that generates the highest
evaluation parameters.

3. DATASET COLLECTION

Due to the lack of an existing and freely available
historical Arabic manuscripts, and to be able to conduct
our research study on recognizing authors of the Arabic
manuscripts, we had to collect the dataset illustrated in
Table 1 manually. Thereby, we started by arbitrary
collecting the required ancient Arabic manuscripts from
the “wqf’! online website. We gathered (8638) images
included within (64) ancient Arabic manuscripts. A total
of (52) Arabic authors has written the collected Arabic
manuscripts because one author may write more than one
manuscript. Hence, we assigned an ID for each one of the
authors in our dataset.

Table 1 lists each author unique identification number
along with its Arabic name and its translation into the
English language. It also contains each manuscript details,
including its identification number, Arabic title, the time
the manuscript written at, the genera of the manuscript that
indicates its specialized type, and the exact number of
pages inside the manuscript.

! http://wgf.me/?p=15619
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TABLE 1. LIST OF AUTHORS AND THEIR ASSOCIATED MANUSCRIPTS DETAILS.
At ) ) Manuscript(s) Details _
D Arabic Name English Name D Title Perlgd_ln Genre No. of
Hijri Images
dena O Gle 0 gaal) e sluall Abu Theyaa Abdulrahman Bin Ali Bin sl aala N Jgeasll ypeat
1 LA Ll )l (g e 0 Mohammed Bin Omar Bin Rabea 1 1004 [LTEEN 191
Alshebani Alshafeai

2 bl Al-Manawe 2 pall adlall 7 53 *0 Jnas 42
3 gl Eally yaedl) Cpall als fudl] Alshaikah Hosam Aldin 3 (5f 33as) Jlaall i€ Cittina *0 Cuas 293
17 (Al Aa) Jleall € addie *0 Sy 292

4 5 padl g akll jiea i Abu Jafar Altahawe Almasri 4 DY) Jlae 7 5 (1o dadad *0 Cuas 80
5 sl dena Mohammed Alshaibi 5 G yall Jlae Y 1135 uas 12
6 ol on dense Gl el Shams Aldin Mohammed Bin Aljazri 6 Ll gl le B3] 1305 Tl e 16
7 Jais o 2enl oLaY) Alimam Ahmed Bin Hanbal 7 Al e 4l &5 Jiis O3 3eal el die *0 Jnas 309
8 G e g Sidi Ali Algari 8 il e e i) 5 e 1180 [ 313
9 bl S ol o pen Ml 2 Abdulrahman Bin Abibakr Alsayoti 9 pinall galall 1233 S 277
10 sl ) aa LS sl Abu Zakariya Mohe Aldin Alnawawi 10 ol o plue unia 7 5 1075 [EE 162
13 oaluall (2l *0 Cpas 114
1 i ol T Wali Aldin Altbrizi 11 (o) ol 3i | 1083 s 260
12 (el 1asi) o)l 3l 1183 s 264

12 e die Ageel Bin Omar 14 sl 3l Sl S3 *0 s 16
13 g dielan) o dena Mohammed Bin Ismail Albukhari 15 B s (e dakad 1232 [ 114
W el as o Ibn Hajar Alhythami 16 Ol il ol i V) £ 1335 o 101
18 BRSNS *0 [ 16

15 Y e (o dene Mohammed Bin Mohammed Alamer 19 Yl 1307 s 30

O dane (g 2ane ) dea] ol e Shihab Aldin Ahmed 1bn Mohammed Bin Lyilisa

16 el aa ol e Mohammed Bin Ali Ibn Hajar Alhythami & 1 = —
AR NERIFEREN Hasan Alshernulaly 21 Al ) sa (B al U ol &y jdll il 1384 438 27
17 25 taliall il ) sl ol 1096 438 216

28 ioadl dind 1064 PN 7

18 Cple (52l deae Mohammed Afandi Abbdin 22 o shaiall XM & 55 o gidall Gas )l 1305 P 44
19 il Js0e O Se dena Mohammed Maki Bin Azoz Altonisy 23 Adaiall ALY e 4K 4 aY) *0 48 10
20 gl A Hekma Alhindi 24 ERPSETEN *0 & 49
21 al dena g aaal Ibrahim Bin Mohammed Alhalabi 26 oY) il 1064 (Shis 48 158

22 ke Jhadl e Abdulmoati Alsimlawy 27 eV calidl e siall Sa gl 1306 (his 43 6
23 PREETS Hathar Bin Ahmed 29 Lebas i s 3ol e At 1284 s 48 25
24 il cpall Badls Hafez Aldin Alnsfy 30 Gl < *0 (s 4 104
25 g5l gl e Moheb Aldin Alhamawy 31 A 8 5Ll an je s alSall Baee 1243 N 65
2 Sl 2aal s el 6 Taj Aldin Bin Ahmed Aldahan 32 532 5k B el e 5all 530 1310 PN 11

34 I sl sl 8 Al 1171 3 8

27 ssaal) 2 3 Sl Ahmed Bin Mohammed Alhamawy 33 folill oSa 8 ) Jgall 1066 (s 4s 9
28 bl dane (g 2aa Ahmed Bin Mohammed Alnatefy 35 EEEEREN] 1037 & 34
29 A () Zain Bin Nejam 36 Aaiall ada A A 311 ) ) 1239 4 50
2 ol 31 Akmal Aldin 37 (S i) Blagll 7 55 e Al 1334 & 274
38 (A6 Aa) Blag) = i e Aal) 1334 3 214

31 shindl g all 5 58 N jee (g yec Omar Bin Omar Alzahri Aldafri Alhanafy 39 A o cade o Aisd) 33 1197 48 40
32 sm Sk Mala Khasro 40 AV ) e ot alSall ) *0 s 82
33 ol Ly Badr Aldin 41 Jagl &8 *0 s 71
34 230 o el ) O e Hussain Bin Ibrahim 42 LS e 8 Aalall il 1209 o~ 254
£5 el e Ali Alnubity 43 e lic i | 1233 = 79
36 Sl sall Alshenwany 44 Bes ¥l 7z 5d e Al il 5 )l Ggles 1019 sl 129
37 03l () daal 03 s Hassan Bin Ahmed Zaini Zadah 45 Jalsall Gl e} (te Jual 5l (gl 1165 sl 82
38 il alda ol Ibn Hesham Alnahwi 46 cadll ) 5Ad =yl 1233 s 140
39 @bl gldie Wbzl Haj Baba Ibn Othman Althrsiwi 47 Slos Yl bz 5 Al e ) il 1086 3 119

40 e () o sl Ahmed Bin Zaini Dahlan 48 A jaud) (e e dudls 1283 e 9
41 ol ald Qasem Alhariry 49 Sl i 1064 Yy 132
42 s padl )l seaa Mohammed Alnawajy Almasri 50 NENS *0 [y 138
43 o213 e (g 2aal Ahmed Bin Mohammed Alkhafagy 51 Ll slall 35 55 WY &lss 1330 [y 271

44 (Al ial) oy Yousef Alhanafi Alshafei 52 Dacaad) Al )l = 5l 1168 s ple 6
45 rdl bl seaa Mohammed Alkhatib Alsherbini 53 il uladll *0 i 280
16 o Mohi Aldin Altaljy 54 S )8 e Ll 1135 b 96
47 Jgm llue (g 2ana Mohammed Bin Abdulrasol 55 Aclull Ll ,aY delay) 1368 e (o 98
48 hsd) cpall Pla Jalal Aldin Alsayoti 56 sl (B Ssall Jia 7 pd B sl 7y *0 ele o 103
49 Sl Sl gl e Abdulwahab Alshearani 57 gaall ilaill 5 o5 Y) 1160 ] 297
T Alzailai 58 (Y 6 3all) BN S & 58 Gileal) (i *0 i 283
59 (S e ) @A 3S =yl Gl s *0 438 381

B ¢ all) BB S » 5 @lall s N .
o 60 ) S ) ) 0 & 141
- I ) GlEA) 3K -l 7:3\ :j - - 175
62 (N ¢ 5all) AN 3K~ & Gileall (pud 1132 PE 373
51 Sl (5 )8 2ena Gl e Othman Ibn Mohammed Qari Altaifi 63 _pall 1233 438 170
52 sl o Alllae Abduallah Bin Alnasgi 64 SR 1053 = o 237
Total: 64 8638

The symbol *0 inside the “Period in Hijri” field, means that the time the manuscript was written at is unknown.
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4, METHODOLOGY

We began by augmenting and preprocessing our
collected ancient Arabic manuscripts to optimize their
generated results. Afterward, we developed four pre-
trained deep learning models. Figure 1. illustrates the
architecture of the developed models.

We notice from Figure 1 that the models accept an input
query image and then preprocess the image through
augmenting and resizing it to prepare it for entering the
deep convolutional neural networks. On the second step of
the architecture, the four pre-trained deep learning models
extract the visual features from the preprocessed dataset
images and get trained on the extracted features. While on
the last step, we solve the classification problem through
transfer learning from the models.

To transfer learning from the pre-trained models while
adapting them to fit with our dataset, we utilized all the
layers in the chosen deep learning models with their
corresponding weights. But, we deleted the last “Fully
Connected” layer included in the original models and

added on the top of it three layers to improve the
prediction of the authors. The first added layer is the
“Flattened” layer to convert the generated two-
dimensional features map into one vector. While the
second and the third added dense layers are triggered
through the “Sigmoid” and the “Softmax” activation
functions to solve the final prediction problem.

The output from the models is the predicted (52) Arabic
authors existed in our dataset.

A. Dataset Augmentation and Preprocessing

We employed offline data augmentation to enhance the
prediction process since it increases the original dataset
size through generating new arbitrary modified versions of
the images, which assist the model in getting more
generalized with the user data. The data augmentation
method modifies the original images by changing their
brightness, colors, noising, rotation, zooming, twisting,
stretching, cropping, and flipping.

The data augmentation method could be implemented
offline to generate the new images before training and
have the new samples existed on the hard disk, or it could
be implemented online, so the new samples will not exist
on the hard drive. Instead, the new augmented samples
will be generated and used during the training. The main
difference between the two types of augmentation
methods is that the online real-time augmentation saves
more space on the users’ hard disk. The data augmentation
method works well with visual-based images (spatial-
based) such as images including faces, animals, clothing,
flowers, etc. while we should be cautious about
implementing it on text-based images because we don’t
want to add just a random scribble into the text-images that
might make them lose their distinguishable features.

Input Image (1)

Augmentation and Preprocessing AT Rt(’;;::g:fe
= L - "
=) — =
— 7
] E— |
Features Extraction
g T |
s
Eﬁ - J
Patch Selection Sampling  Batch Normalization  Cony2D + ReLU Max Pooling
Classification a x E DR b { 1
i
@ | : b
i 1 i | ' '
S @ P
[ 1 [ =Y ' |
@ @ @ @
i 1 ' O i ! 1
i @' i i ' |
I 1 I I
1 1 LA B
Fully Connected Flattened Sigmoid Softmax

Output (52)°
e

Predicted
. Author  /

i

N
Manuscripts
__ Dataset J

Figure 1. Architecture of the developed models.
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Thereby, we performed wisely offline data
augmentation on our ancient Arabic manuscripts utilizing
the “ImageDataGenerator” function under “Keras” deep
learning library. Five different modifications to the
images’ angles implemented as follows:

e Rotate the images up-to 30 degrees from the center

e Zoom up-to 10% more inside images

e Increase both the width and height by 10%

e Twist/shear images by pulling them from the top

toward the right or left up-to 20%

e  Fill the corner of images through repeating closest

values to each pixel

Figure 2.a. illustrates original manuscripts’ images.
While Figure 2.b. illustrates the same images after they
have augmented (zoomed, rotated, and shifted from both
dimensions).

Figure 2.b. Augmented images.

Figure 2.a. Original images.

After augmenting our dataset, we resized all the images
into (224 x 224) pixels because it is the accepted size by
the four chosen deep learning models.

B. Models Development

There are many open-source deep learning packages
that researchers can use to develop their models. Including
Theano, Caffe, Torch, PyTorch, MLC++, OpenCV,
OpenNN, Scikit, Accord, cuDNN, BigDL, Chainer,
Deeplearning4j, Dlib, Keras, Microsoft Cognitive
Toolkit (CNTK), Apache MXNet, Apache SINGA,
PlaidML, and Tensorflow. The first library, called
MLC++, which released in 1994. While the most recent
deep learning library is Tensorflow that released in 2016

[16]. We leveraged four pre-trained deep learning models
that all fall under “Tensorflow”? deep learning library to
predict the authors of our ancient Arabic manuscripts. All
utilized models initially trained to classify images from the
“ImageNet Large Scale Visual Recognition Challenge”
that conducted in the year of 2012 and abbreviated as
(ILSVRC-2012-CLS)%.

Tensorflow deep learning package is distinguished
from other deep learning packages in that it supports
distributed execution from multiple devices and on
different platforms, which makes it more flexible [17]. The
developed deep learning models were four as follows:

1) MobileNet_V1_100 244

MobileNetV1 deep learning model is the simplest
model we used in our experiments. That is because it
consists of a small number of layers contained within plain
blocks and stacked on the top of each other without any
residual connections between them. Instead, the
convolutional layers connected linearly, and the signals
move only in forward propagation. Moreover,
MobileNetV1l model decreases the spatial dimensions
among its tensors, which makes it small compared with
other large deep learning models. This characteristic
enables it to execute faster and in a short time. Concerning
the number of multi-adds, MobileNetV1 includes 569
million of them that authorize the model to realize and
comprehend the learned features efficiently [18].

2) ResNet_V2 50

ResNet50 is a deep residual convolutional neural
network. In other words, it includes residual connections
and multiple branches between its 50 convolutional layers,
which makes it a hon-linear model. Hence, its signals can
move in a backpropagation or forward propagation
manner, making skip connections as needed. The second
version of ResNet50 model uses batch normalization as a
pre-activation function before calculation the weights to
improve the training on the extracted features [19]. The
model includes over 25 million of learning parameters that
makes it efficient in the learning process [20].

3) DenseNet_201

DenseNet201 deep learning model is an extensive
model since it includes (201) convolutional layers. Each
layer in the DenseNet201 model is passing its features to
all incoming next layers while collecting previous
knowledge from all preceding layers [21]. This increases
the number of channels moving forward in the model.
However, every two contiguous blocks in the model are
separated by one convolutional layer and one average
pooling layer to decrease the model’s complexity.
DenseNet201 model is similar to ResNet50 in that it also
uses the batch normalization before the weights’
computation function.

2 https://tfhub.dev/

% http://www.image-net.org/challenges/LSVRC/2012/
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4)VGG_19

According to Tsang [22], the performance of VGG19
deep learning model outperformed all other models since
it won the ILSVRC-2014 competition for classifying
images. In addition, VGG19 generated the highest
evaluation parameters on both Caltech and VOC datasets.
Thus, it is a rigid deep learning model even though it
includes the least number of convolutional layers
comparing it with the other three experimented deep
learning models. On contrast, VGG_19 model is having
the largest number of learning parameters, among other
utilized models. It includes 144 million parameters [23].
This means that increasing the number of layers without
efficient use of the other learning parameters will not
improve the learning process.

Figure 3. Illustrates the layers’ structure of the
leveraged convolutional neural networks. (a) MobileNet-
V1 model [18], (b) ResNet-50 model [24], (c) DenseNet-
201 model [21], and (d) VGG-19 model [24].

The figure highlights the output size written in orange
color to the right side of each layer. If the same layer
repeated then, we indicated this by the dashed blue square
with the number of repetitions written in blue above the
output size. The straight arrows are for the plain blocks
with forwarding propagated signals, while the slanted
arrows are referencing the residual blocks with both
forward and backward propagated signals.

Even though the residual connections in ResNet50
model exist after each 3-layers block, for simplicity, we
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drew them between main blocks. The (1x1/ 3x3/ 7x7)
written before each layer indicates the size of the kernel.
On the other hand, the number of filters highlighted inside
the layers’ boxes after the “-” symbol. The number written
with the Fully Connected (FC) layer indicating the size of
the feature that produced from previous training and
features extraction steps and entering the layer.

5. EXPERIMENTS AND TESTS RESULTS

In this section of the study, we explain in detail the
hardware and software used to conduct our experiments.
As well as. We define the mathematical representations of
the employed evaluation parameters to assess the four
developed deep learning models. Moreover, we clarify the
tested hypotheses to tune the hyperparameters essential in
the model's learning process.

A. Hardware and Software Used

We developed our models on “ABS Battelbox” personal
computer that is having Ubuntu 16.04 operating system
and Nvidia Gefore RTX 2080 GPU. Regarding the
programming language, we used Python version 3.7 on
Pycharm application programming interface.

B. Evaluation Parameters

After developing the models, we trained them utilizing
the manually collected ancient Arabic manuscripts dataset.

DenseNet-201 VGG-19

Input Image (224 x 224) Input Image (224 x 224)
+
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Figure 3. Layers’ structure of the Convolutional Neural Networks (CNN).
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We divided the utilized dataset into three categories as
following: train, test, and validate. The ratios used in
splitting the dataset are as follows: 70% from the entire
size of the dataset allocated for the training subset, 15%
for the validation subset, and 15% for the testing subset.
To evaluate the models, we recorded the generated
accuracy by each model. The equation for calculating the
accuracy evaluation metric presented in (1) [9]:

Accuracy = ?r“—w 1)

Where S, , represents the number of successfully
predicted authors and T,,, represents the total number of
authors.

Moreover, we evaluated the effectiveness of the
developed deep learning models by computing the
precision (P), recall (R), and the F-score (F-score) of each
correctly retrieved author in our dataset. Following
equations (2-4) illustrate their computations [25]:

number of correctly retrieved authors (2)

total number of retrieved authors

number of correctly retrieved authors ( )

" total number of relevant authors in the dataset
F-score =2+ (P «R)| (P +R) 4)

We depended on both the validation accuracy and the
average F-score metrics in evaluating the performance of
our conducted experiments. That is because there is a
trade-off between the recall and the precision. However,
the F-score metric combines the measurements of both the
recall and the precision [26]. Thus, we can rely on it as a
trustable general evaluation parameter for evaluating the
developed deep learning models.

C. Modulating The Learning Hyperparameters

We started our experiments by executing the four deep
learning models ten times (10 epochs) and utilizing (1e-3)
learning rate. Furthermore, we used one final classification
dense layer that includes "Softmax" activation function with
“adam” optimizer and “spare categorical crossentropy”
loss.

We used a global shuffling buffer while building the
“TF” record, which is a zipped simplified version of our
collected dataset. As well as, we performed another local
shuffle of (64) buffers while doing the training on our data.
We trained the models on the same dataset and used the
same batch size as (32).

Table 2 summarizes the results from the initial execution
of the four deep learning models. We recorded five
evaluation metrics as following: Training Accuracy (TA),
Validation Accuracy (VA), Average Precision (AP),
Average Recall (AR), and Average F-score (AF).

The highest generated results highlighted in bold.
Considering that, the high recorded numbers of the
evaluation metrics indicate better models’ performance. On
the other hand, the worst generated results were highlighted
by red color to indicate the low performance of the models.

TABLE 2. INITIAL EXECUTION RESULTS OF THE FOUR MODELS.

MobileNetV1 | ResNet50 DenseNet201 VGG19
TA 0.3777 0.4075 0.2936 0.9152
VA 0.3542 0.4006 0.2957 0.8737
AP 0.2167 0.2402 0.1589 0.8371
AR 0.3716 0.3932 0.2972 0.8533
AF 0.2516 0.2775 0.1896 0.8362

From Table 2, we notice that all the models were not
able to perform well in recognizing the authors of our
ancient Arabic manuscripts except VGG19 deep learning
model. That is because all the models realized only around
20% of the authors except VGG19, which recognized
approximately 80% of the authors. We also notice from
table 2 that the DenseNet201 deep learning model was the
weakest in identifying the Arabic authors since it
generated the lowest recognition results among the other
tested deep learning models. Therefore, we set a goal to
modulate and tune the primary hyperparameters essential
in the learning process of the deep learning models to
reach the best strategy for recognizing the Arabic authors
of our ancient manuscripts. Hence, we experimented with
three hypotheses to reach the best evaluation metrics.

Hypothesis (1): Minimizing the learning rate allows the
model to learn slowly, and hence it will improve the
learning process.

The learning rate is the step size in seeking images
within the dataset to get trained on them. Therefore, it
shouldn't be too small, either too large to enable the deep
learning model to learn effectively with a suitable speed in
memory [27].

To test the correctness of the hypothesis, we conducted
new experiments that employ different learning rates
ranging from 1le-2 (0. 01) to 1e-6 (0.000001). Generated
results summarized in the tables from Table 3 to Table 6.

Analysis and findings from the tables’ 3-6 results:

1. Even though there is a little bit fluctuation in the
results, three deep convolutional neural networks
(MobileNetV1, DenseNet201, and VGG19) recorded
the highest evaluation parameters at (1e-6) learning
rate. The average F-score recorded by MobileNetV1
deep learning model was 0.2965, and the average F-
score recorded by DenseNet201 deep learning model
was 0.2408, as well as, the average F-score recorded
by VGG19 deep learning model was 0.9217. Hence,
we can claim that the hypothesis holds true, and we
will use (1e-6) for the rest of the experiments.
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TABLE 3. MOBILENETV1 WITHIN DIFFERENT LEARNING RATES

TABLE 4. RESNET50 WITHIN DIFFERENT LEARNING RATES

le-2 le-3 le-4 le-5 le-6 le-2 le-3 le-4 le-5 le-6
TA 0.3777 | 0.3848 | 0.3970 | 0.3733 | 0.4279 TA 0.3599 | 0.4075 | 0.4323 | 0.4596 | 0.4512
VA 0.3542 | 0.3678 | 0.3710 | 0.3750 | 0.4135 VA 0.3349 | 0.4006 | 0.4087 | 0.4415 | 0.4295
AP 0.2167 | 0.2199 | 0.2212 | 0.2299 | 0.2653 AP 0.1859 | 0.2402 | 0.2526 | 0.2884 | 0.2583
AR 0.3716 | 0.3790 | 0.3861 | 0.3779 | 0.4047 AR 0.3545 | 0.3932 | 0.4162 | 0.4598 | 0.4431
AF 0.2516 | 0.2490 | 0.2685 | 0.2688 | 0.2965 AF 0.2247 | 0.2775 | 0.2973 | 0.3398 | 0.3110

TABLE 5. DENSENET201 WITHIN DIFFERENT LEARNING RATES

TABLE 6. VGG19 WITHIN DIFFERENT LEARNING RATES

le-2 le-3 le-4 le-5 le-6 le-2 le-3 le-4 le-5 le-6
TA 0.3080 | 0.2936 | 0.3331 | 0.3618 | 0.3606 TA 0.9088 | 0.9152 | 0.9564 | 0.9250 | 0.9799
VA 0.3165 | 0.2957 | 0.3357 | 0.3253 | 0.3438 VA 0.8478 | 0.8737 | 0.8622 | 0.8686 | 0.9431
AP 0.1609 | 0.1589 | 0.1890 | 0.1914 | 0.2072 AP 0.8331 | 0.8371 | 0.8936 | 0.8577 | 0.9184
AR 0.3219 | 0.2972 | 0.3346 | 0.3366 | 0.3506 AR 0.8631 | 0.8533 | 0.8559 | 0.8801 | 0.9304
AF 0.1888 | 0.1896 | 0.2230 | 0.2289 | 0.2408 AF 0.8418 | 0.8362 | 0.8588 | 0.8638 | 0.9217

2. All the four deep learning models recorded the
lowest evaluation parameters at (1e-2) and (le-3)
learning rates. That is because the lowest average F-
scores were 0.2490 and 0.8362 recorded at (1e-3) by
MobileNetV1l and VGG19 deep learning models,
respectively. While the lowest average F-scores were
0.2247 and 0.1888 recorded at (1e-2) by ResNet50
and DenseNet201  deep learning  models,
respectively. Thus, we shouldn’t use fast learning
rates for training our deep learning models.

To easily visualize the improvements in the learning

process, we drew the F-score values of the four models at
the different learning rates in Figure 4.

s Mo bile NtV 1 ResNet50 DenseNet201 VGG19

0.01 0.001 0.00D1

LEARNING RATE

0.00001 0.000001

Figure 4. Learning process through different learning rates.

In general, there were no considerable improvements in
the results after minimizing the learning rate. Therefore,
we had to tune another learning hyperparameter that is
crucial to the models’ operation. Hence, we made all the
models deeper through increasing their layers in the next
hypothesis.

Hypothesis (2): Increasing the number of final
classification dense layers improve the classification
accuracy.

To test the correctness of this hypothesis, we added
more classification dense layers before the formerly
existing "Softmax" layer, denoted as (F). The cases we
tested are as following:

e Add “ReLU” dense layer, denoted as (R)
o Add “Sigmoid” dense layer, denoted as (G)
o Add both “ReLU” and “Sigmoid” dense layers
e Add two “ReLUs” and one “Sigmoid” dense layer
We set the number of neurons in all added new
classification dense layers to (256). Table 7 to Table 10
summarizes the generated results.

Analysis and findings from the tables’ 7-10 results:

1. Making the convolutional neural networks deeper
through adding two “ReLUs” and one “Sigmoid”
classification dense layers didn’t record the highest
results in any one of the four tested deep learning
models. That is because the recorded average F-
scores were 0.9454, 0.9599, 0.9300, and 0.9492 by
MobileNetV1, ResNet50, DenseNet201, and
VGG19 dep learning models respectively, which
were not the highest recorded values. Thus, we can’t
claim that this hypothesis holds true.

2. Both MobileNetV1 and DenseNet201 recorded their
highest results when we added one “ReLU” and one
“Sigmoid” classification dense layers before the
existing “Softmax” classification layer.
MobileNetV1l model recorded 0.9578, and the
DenseNet201 model recorded 0.9685 average F-
scores, which were the highest recorded F-scores by
both models during the entire experiments. On the
other hand, both ResNet50 and VGG19 deep
learning models recorded their most top results when
we added the “Sigmoid” classification dense layer
before the existing “Softmax” layer. ResNet50 model
recorded 0.9655, and the VGG19 model recorded
0.9647 average F-scores, which were the highest
recorded F-scores by both models during the entire
experiments. Thus, we recommend adding the
“Sigmoid” activation function either alone or with
the “ReLU” activation function before the original
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TABLE 7. MOBILENETV1 THROUGH DIFFERENT CLASSIFICATION LAYERS

TABLE 8. RESNET50 THROUGH DIFFERENT CLASSIFICATION LAYERS

F F+R | F+G |F+R+G | F+2R+G F F+tR | F+G |F+R+G | F+2R+G
TA | 04279 | 02809 | 09894 | 0.9998 0.9967 TA | 04512 | 03060 | 0.9955 | 1.0000 1.0000
VA | 04135 | 0.2804 | 09511 | 0.9631 0.9495 VA | 04295 | 03197 | 09583 | 0.9631 0.9567
AP | 0.2653 | 0.1521 | 0.9613 | 0.9611 0.9526 AP_| 0.2583 | 02019 | 09670 | 0.9578 0.9607
AR | 04047 | 0.2859 | 09576 | 0.9581 0.9486 AR | 04431 | 03249 | 0.9665 | 0.9576 0.9600
AF_| 0.2965 | 0.1804 | 0.9555 | 0.9578 0.9454 AF_| 03110 | 0.2266 | 0.9655 | 0.9569 0.9599

TABLE 9. DENSENET201 THROUGH DIFFERENT CLASSIFICATION LAYERS

TABLE 10. VGG19 THROUGH DIFFERENT CLASSIFICATION LAYERS

F F+R | F+G |[F+R+G | F+2R+G F FtR | F+G [F+R+G | F+2R+G
TA | 03606 | 0.0189 | 0.9827 | 1.0000 0.9895 TA | 09799 | 09974 | 0.9997 | 0.9981 0.9957
VA | 03438 | 00176 | 0.9399 | 0.9599 09327 VA | 09431 | 09471 | 0.9583 | 0.9551 0.9503
AP_| 0.2072 | 0.0004 | 0.9567 | 0.9634 0.9340 AP | 0.9184 | 0.9459 | 0.9659 | 0.9543 0.9497
AR | 03506 | 0.0192 | 09555 | 0.9629 0.9308 AR | 09304 | 09441 | 09657 | 09548 0.9504
AF_| 0.2408 | 0.0009 | 0.9539 | 0.9685 0.9300 AF_| 09217 | 0.9439 | 0.9647 | 0.9539 0.9492

“Softmax” dense layer since it had the highest effects
on the results.

3. Three deep learning models recorded the lowest
results when we used the “ReLU” classification
dense layer before the existing “Softmax”, which
were MobileNetV1, ResNet50, and DenseNet201. In
fact, DenseNet201 deep learning model decreased its
evaluation parameters dramatically since it recorded
0.0009 average F-score when using the “ReLU”
classification dense layer before the existing
“Softmax”. In addition, MobileNetV1 recorded
0.1804, and ResNet50 recorded 0.2266 average F-
scores, which were the lowest recorded F-scores by
both models. Thereby, we should never combine
between “ReLU” and “Softmax” alone.

To highlight the improvements in the learning process,
we drew the F-score values of the four models utilizing the
different number of final classification dense layers in
Figure 5.
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Figure 5. Learning process through a different number of dense layers

Since all the four utilized deep learning models reached
higher than 90% successful recognition of our Arabic
authors after adding the “Sigmoid” classification dense
layer, we accomplished satisfying results. The final
recorded validation accuracy of the MobileNetV1 deep
learning model raised from 41.35% to 95.11%.

Similarly, the validation accuracy of both ResNet50 and
VGG19 deep learning models increased from 42.95% and

from 94.31%, respectively, to become 95.83%. Moreover,
the validation accuracy of the DenseNet201 deep learning
model risen from 34.38% to 93.99%. Thus, we will use
“Sigmoid” in addition to the existing “Softmax”
classification dense layer for the rest of the experiments.
But, we want to conduct one more examination that tests
the effects of increasing the neurons number on the added
classification dense layer.

Hypothesis (3): Increasing the number of neurons on the
last classification layer enhances the learning
performance.

To test the correctness of this hypothesis, we
increased the number of neurons in the new added
"Sigmoid" classification dense layer from (64) to (1024)
neurons. Generated results presented from Table 11 to
Table 14.

Analysis and findings from the tables’ 11-14 results:

1. All the four tested deep learning models slightly

raised their evaluation parameters by increasing the
number of neurons from (64) neurons to become
(1024) neurons. The MobileNetV1 deep learning
model raised its recorded F-score from 0.9356 to
0.9566.
Similarly, The ResNet50 deep learning model
increased its recorded F-score from 0.9457 to
0.9646. DenseNet201 deep learning model raised its
recorded F-score from 0.9083 to 0.9606, as well as,
VGG19 deep learning model raised its recorded F-
score from 0.9524 to 0.9649. These slight
improvements in the results allow us to admit that
the hypothesis holds true.

2. All the four tested deep learning models recorded the
lowest evaluation parameters using the (64) neurons
number. That is because the recorded final validation
accuracies were 0.9239, 0.9463, 0.9022, and 0.9367
by MobileNetV1, ResNet50, DenseNet201, and
VGG19 deep learning models respectively.
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TABLE 11. MOBILENETV1 THROUGH DIFFERENT NUMBER OF NEURONS

TABLE 12. RESNET50 THROUGH DIFFERENT NUMBER OF NEURONS

64 128 256 512 1024 64 128 256 512 1024
TA | 09638 | 0.9815 | 0.9894 | 0.9906 | 0.9930 TA | 0.9816 | 0.9866 | 0.9955 | 0.9955 | 0.9971
VA | 09239 | 0.9447 | 0.9511 | 0.9639 | 0.9559 VA | 09463 | 0.9471 | 0.9583 | 0.9511 | 0.9623
AP 0.9401 | 0.9557 | 0.9613 | 0.9559 | 0.9599 AP 0.9477 | 0.9518 | 0.9670 | 0.9543 | 0.9698
AR 0.9366 | 0.9553 | 0.9576 | 0.9552 | 0.9584 AR 0.9459 | 0.9516 | 0.9665 | 0.9538 | 0.9663
AF 0.9356 | 0.9549 | 0.9555 | 0.9545 | 0.9566 AF 0.9457 | 0.9508 | 0.9655 | 0.9494 | 0.9646

TABLE 13. DENSENET201 THROUGH DIFFERENT NUMBER OF NEURONS

TABLE 14. VGG19 THROUGH DIFFERENT NUMBER OF NEURONS

64 128 256 512 1024 64 128 256 512 1024
TA | 09294 | 09766 | 0.9827 | 0.9885 | 0.9899 TA | 0.9943 | 0.9995 | 0.9997 | 1.0000 | 0.9995
VA | 09022 | 0.9431 | 0.9399 | 0.9511 | 0.9583 VA | 0.9367 | 0.9583 | 0.9583 | 0.9663 | 0.9591
AP 0.9116 | 0.9398 | 0.9567 | 0.9490 | 0.9637 AP 0.9532 | 0.9652 | 0.9659 | 0.9609 | 0.9710
AR 0.9115 | 0.9345 | 0.9555 | 0.9487 | 0.9637 AR 0.9528 | 0.9649 | 0.9657 | 0.9613 | 0.9652
AF 0.9083 | 0.9347 | 0.9539 | 0.9477 | 0.9606 AF 0.9524 | 0.9647 | 0.9647 | 0.9605 | 0.9649

Hence, we recommend not to use this low number of
neurons on the last classification dense layer.

To simplify the visualization of reached results, we
summarized the generated F-score of the four models during
the used different number of neurons in Figure 6.
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Figure 6. Learning process through various neurons number.

From Figure 6. we notice that there is a little bit
fluctuation in the final recorded F-score. However, all the
models improved their performance after increasing the
neurons number to (1024) neurons on the final classification
“Sigmoid” dense layer. Therefore, we reached a successful
recognition of the Arabic authors.

After experimenting the effects of various learning
hyperparameters on the performance of the four deep neural
networks, we conclude that the best strategy to follow on
developing our deep learning models utilizing our ancient
Arabic  manuscripts is to  use  “Sigmoid”
classification dense layer before the exiting “Softmax”
layer as they produced high results. In addition, we will use
(1024) neurons in the added classification dense layer, and
we will employ (1e-6) as the learning rate since it allowed
the models to learn the extracted features more slowly, and
that makes them more knowledgeable. Furthermore, we
found out that running the learning cycles (10) epochs saved
our time and accomplished satisfying results.

From the conducted experiments, we noticed that
initially, the accuracy was low in all the models except the
VGG19 deep leering model. There was a massive difference

in the results between the VGG19 deep learning model and
the other three deep learning models. However, after the
wise and careful tuning of the main learning
hyperparameters, we were able to increase the evaluation
parameters for all the models, which optimized their
performance and generated accuracies that were all above
95% successful recognition of the Arabic authors.

6. COMPARATIVE ANALYSIS

This section begins by comparing the generated results of
the four developed and tested deep learning models.
Afterward, we relatively compare our proposed method
with other existing, state-of-the-art techniques.

A. Comparison Between The Results of The Four
Developed Deep Learning Models

After reaching the best strategy in developing our deep
learning models in the previous section, we compare the
four models through computing their precision, recall, and
F-score for each author, as illustrated in Table 15.

This comparison conducted to ensure that we reached our
goal, which is confirming that all the tested four deep
learning models are performing well in recognizing the
Avrabic authors.

To fairly compare between the models, we ensured that
all utilized models are accepting the same input image size.
In addition, we leveraged the same learning
hyperparameters for all used models in one base script that
contains a simple convolutional neural network for
configuring the initial file structure.

From Table 15, we notice that the deep learning models
were able to 100% successfully recognize a close number of
authors out of the existing (52) Arabic authors in our
dataset. For instance, the MobileNet model recognized (21)
authors. ResNet50 model recognized (23) authors,
DenseNet201 model recognized (26) authors, and VGG19
model recognized (24) authors. In addition, we notice that
none of the authors were completely un-recognized, which




& Yy
sy

i
P

Int. J. Com. Dig. Sys. 9, No.5, 783-799 (Sep-2020) 7 795
TABLE 15. COMPARATIVE ANALYSIS OF THE PERFORMANCE OF THE FOUR DEEP LEARNING MODELS.
Author MobileNet_100 ResNet_50 DenseNet_201 VGG_19
1D Precision Recall F-Score Precision Recall F-Score Precision Recall F-Score Precision Recall F-Score
1 0.6333 1.0000 0.7755 0.6207 0.9000 0.7346 05714 1.0000 0.7273 0.7308 1.0000 0.8444
2 0.8519 1.0000 0.9200 0.8300 1.0000 0.9362 0.8889 1.0000 0.9412 0.8519 1.0000 0.9200
3 0.9394 0.9688 0.9538 0.9375 1.0000 0.9677 0.9143 0.9412 0.9275 0.8709 0.9310 0.9000
4 0.7273 0.6400 0.6809 0.7097 1.0000 0.8302 0.7241 0.9130 0.8077 0.7353 1.0000 0.8475
5 1.0000 1.0000 1.0000 0.9629 1.0000 0.9811 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
6 0.9714 1.0000 0.9855 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
7 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
9 0.9545 0.9545 0.6545 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
10 1.0000 0.9677 0.9836 1.0000 1.0000 1.0000 1.0000 0.9677 0.9836 0.9032 0.9655 0.9333
11 0.9583 1.0000 0.9787 1,0000 1,0000 1,0000 0.9583 1.0000 0.9787 0.9615 1.0000 0.9804
12 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
13 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9500 0.9744
14 0.9655 0.9655 0.9655 1,0000 0.9643 0.9818 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9524 1.0000 0.9756 0.9545 1.0000 0.9767
16 0.9474 1.0000 0.9729 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
17 0.9583 0.9583 0.9583 1.0000 1.0000 1.0000 0.9565 1.0000 0.9778 1.0000 1.0000 1.0000
18 1.0000 0.9524 0.9756 1.0000 1.0000 1.0000 0.9545 1.0000 0.9767 0.9545 0.9545 0.9545
19 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
20 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
21 0.9615 1.0000 0.9804 0.9600 1.0000 0.9796 0.9231 1.0000 0.9600 1.0000 1.0000 1.0000
22 1.0000 0.6207 0.7659 0.8636 0.6333 0.7308 1.0000 0.6000 0.7500 0.9130 0.7500 0.8236
23 1.0000 1.0000 1.0000 0.9130 1.0000 0.9545 0.9583 1.0000 0.9787 1.0000 1.0000 1.0000
24 1.0000 1.0000 1.0000 1.0000 0.9688 0.9841 1.0000 1.0000 1.0000 1.0000 0.9667 0.9831
25 0.9615 1.0000 0.9804 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9615 1.0000 0.9804
26 0.9524 1.0000 0.9756 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9545 0.9767
27 1.0000 0.8636 0.9268 0.9545 0.8750 0.9130 0.9524 0.8696 0.9091 0.9524 0.8696 0.9091
28 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
29 1.0000 1.0000 1.0000 1.0000 0.9655 0.9825 1.0000 0.9667 0.9831 1.0000 0.9667 0.9831
30 0.9655 0.9655 0.9655 0.9655 1.0000 0.9825 1.0000 0.9667 0.9831 1.0000 1.0000 1.0000
31 1.0000 1.0000 1.0000 0.9474 1.0000 0.9729 1.0000 1.0000 1.0000 1.0000 0.9444 0.9714
32 0.9524 1.0000 0.9756 1.0000 1.0000 1.0000 0.8696 1.0000 0.9302 1.0000 1.0000 1.0000
33 0.9565 1.0000 0.9778 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
34 0.9643 0.9643 0.9643 1.0000 0.9615 0.9804 0.9615 0.9615 0.9615 1.0000 0.9643 0.9818
35 1.0000 0.8636 0.9268 1.0000 0.9583 0.9787 1.0000 0.9130 0.9545 1.0000 0.9565 0.9778
36 1.0000 1.0000 1.0000 1.0000 0.9687 0.9841 0.9655 0.9333 0.9492 1.0000 1.0000 1.0000
37 1.0000 1.0000 1.0000 0.9600 1.0000 0.9796 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
38 0.9130 1.0000 0.9545 0.9524 0.9524 0.9524 1.0000 1.0000 1.0000 0.9524 0.9524 0.9524
39 1.0000 0.9583 0.9787 1.0000 0.9583 0.9787 1.0000 0.9167 0.9565 1.0000 0.9615 0.9804
40 0.9444 0.8500 0.8947 1.0000 0.8500 0.9189 0.8889 0.8421 0.8649 0.8947 0.8500 0.8718
1 0.9600 0.9231 0.9412 1.0000 0.9259 0.9615 1.0000 0.9231 0.9600 1.0000 0.9643 0.9818
42 1.0000 0.8000 0.8389 1.0000 0.9500 0.9744 1.0000 0.8636 0.9268 1.0000 0.9524 0.9756
43 0.9565 0.9565 0.9565 1.0000 0.9565 0.9778 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
44 05714 0.7059 0.6316 1.0000 0.5000 0.6667 0.7857 0.5789 0.6667 1.0000 0.4706 0.6400
45 1.0000 1.0000 1.0000 0.9583 1.0000 0.9787 1.0000 1.0000 1.0000 1.0000 0.9091 0.9524
16 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
47 1.0000 1.0000 1.0000 0.9500 1.0000 0.9744 1.0000 1.0000 1.0000 0.9091 1.0000 0.9524
43 0.9500 1.0000 0.9744 0.8947 1.0000 0.9444 0.8889 1.0000 0.9412 0.9474 1.0000 0.9729
49 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
50 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
51 1.0000 0.9565 0.9778 1.0000 0.9583 0.9787 1.0000 0.9565 0.9778 1.0000 0.9565 0.9778
52 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
validate the effectiveness of the utilized strategy in From the generated confusion matrices by the four deep

developing the models.

After reaching and validating the effectiveness of the best
strategy to develop our models, we generated the confusion
metrics for each model, as illustrated in the figures from
Figure 7. to Figure 10. Theses metrics assist in comparing
the predicted authors with the ground truth ones since the
rows include the true authors, while the columns contain the
predicted authors. Moreover, the sum of the total numbers
inside each confusion matrix references the test portion of
the total dataset size.

learning models, we admit that the authors' recognition
process is performing well. That is because we can notice a
clear diagonal created inside the confusion matrices,
including the most significant numbers, which indicates that
the models were able to recognize the authors of our ancient
Avrabic manuscripts successfully. In addition, we notice that
the author with (21) number in the confusion matrix and
(22) id in our dataset, as well as, the author with (43) number
in the confusion matrix and (44) id in our dataset were the
worst recognized Arabic authors. That is because they had
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Figure 7. Authors’ Confusion Matrix by MobileNetV1 Model.
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Figure 9. Authors” Confusion Matrix by DenseNet201 Model.

the largest numbers of miss-predicted images. But, we find
this result satisfactory because even though these two
authors only wrote (6) pages, the models were able to
recognize them, and this was due to the performed offline
data augmentation on the training subset. About the author
with (22) id, 76.59%, 73.08%, 75%, and 82.36% of its
images were recognized successfully using MobileNet,
ResNet50. DenseNet201 and VGG19 deep learning models,
respectively. Similarly, the author with (44) id; 63.16%,
66.67%, 66.67%, and 64% of its images were recognized
successfully using MobileNet, ResNet50. DenseNet201 and
VGG19 deep learning models, respectively.
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Figure 8. Authors” Confusion Matrix by ResNet50 Model.
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Figure 10. Authors’ Confusion Matrix by VGG19 Model.

B. Relative Comparison Between The Proposed and
Existing Methods

In Table 16, we evaluate our approach with other state-
of-the-art approaches. This accomplished through
comparing the results of existing methods used in the related
work and our proposed method, which utilizes pre-trained
deep learning models using the following learning
hyperparameters:

e Employ (1e-6) for the learning rate

e Add “Sigmoid” before the original existing

“Softmax” classification dense layer

o Use (1024) neurons on the added “Sigmoid” final

classification dense layer

http://journal.uob.edu.bh
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TABLE 16. RELATIVE COMPARISON WITH THE STATE-OF-THE-ART METHODS.
Reference# Features Extraction Classification Dataset No. of Images Results
(Year)
Manual [5] (2019) SURF and BRISK CBIR *SF: Hamming | Manually collected 1670 61% overall accuracy
Handcrafted distance and Arabic manuscripts using SURF technique
Features Sum of square and 37% using BRISK
distance

[6] (2018) Sparse representation-based | *ML: K-nearest | KERTAS ancient 2505 94.77% accuracy with
technique and handwriting neighbor Arabic manuscripts predefined folds and
style-based features 42.31% accuracy with

random train/test split
using (50x50) size

[7] (2017) IDA process combined with | *SF: Cosine or IHP and KHATT (IHP, 2313) 88.9% and 73%
modified contour-based Chi-square ancient Arabic (KHATT, 4000) identification
feature and globalizing local | distance metric manuscripts accuracies using
key point descriptors KHATT and IHP

datasets respectively

[8] (2011) CBIR techniques with the *SF: Singular "Sahih Al-Bukhari” | 34 The most accurate
LSI approach Value and "Mawageet Al- feature set is the

Decomposition | Haj wa Al-Umra" circular polar grid with
(SVD) Avrabic manuscripts 78.8% recall

[9] (2009) Feedforward technique of *SF: Error Historical Arabic 27 89.3% average
multi-language processing signal function Handwritten accuracy
neural network manuscript

Automatic [10] (2015) | Multi-headed Recurrent *DL: Rectified PAN 2014 _ Higher than 80% AUC
Deep Learning Neural Network (RNN) Shifted Square
Features Root

(ReSQRT)

[13] (2017) | Confusion between deep *DL: Softmax Four tweet _ 64% Arabic authors
learning and (TFIDF) dense layer collections from identification accuracy
model Twitter

[14] (2018) | The authors tested four deep | *DL: Softmax “Reuters_50_50” (Reuters, 5000) Article-level GRU was
learning models named: dense layer and “Gutenberg” (Gutenberg, the best performing
sentence-level GRU, article- datasets 1286) model recording
level GRU, article-level 69.1% and 89.2%
LSTM, and article-level accuracy on Reuters
Siamese network and Gutenberg datasets

respectively

[15] (2018) | The authors tested three *DL: Sigmoid CVLand IAM (CVL, 99513) The deep adaptive
methods: 1) Baseline, 2) dense layer datasets (1AM, 49625) learning was the best
linear adaptive, and 3) deep method recording
adaptive learning 78.6% and 69.5% top-

1, as well as, 93.7%
and 86.1% top-5
recognition rates using
the CVL and IAM
datasets respectively

Proposed Transfer learning from *DL: Sigmoid Collected ancient 8638 95.59% validation

method MobileNet_VV1_100 244 + Softmax Arabic manuscripts accuracy
Transfer learning from dense layers 96.23% validation
ResNet_V2_50 accuracy
Transfer learning from 95.83% validation
DenseNet_201 accuracy

Transfer learning from
VGG_19

95.919% validation
accuracy

The comparison is relative as different datasets
used, as well as, various features extraction algorithms
employed, and different classification methods used. We

were  extraction algorithm. Hence, we divided them as either
manual handcrafted features or automatic deep learning-

categorized the papers according to the performed features

based features.
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The (SF) in the classification column in Table 16 stands
for Static Formula, (ML) stands for Machine Learning, and
(DL) stands for Deep Learning. We notice from Table 16
that our proposed approach achieved the highest results
among other state-of-the-art methods, which prove its
correctness and effectiveness.

7. CONCLUSION

In this study, we developed and compared four pre-
trained models that fall under the “Tensorflow” deep
learning package to classify ancient Arabic manuscripts and
successfully recognize their authors. The models were:
MobileNet_V1, Resnet 50, DenseNet_201, and VGG_19.

We started by collecting the dataset manually, combining
a total of (8638) images that were written by (52) Arabic
authors. We resized all the images to (224 x 224) pixels to
prepare them for entering the deep learning models. In
addition, we performed an offline data augmentation on the
images to optimize the authors' recognition process.
Afterward, we developed the models utilizing the
commonly used learning hyperparameters in most studies
and trained them on the collected dataset.

The initially generated evaluation metrics were not
satisfactory. Thus, we set three hypotheses and
experimented each hypothesis with five different values,
looking for the best strategy in recognizing the authors. The
hypotheses were seeking to tune and control the main
parameters affecting the models’ learning process. Thus, we
experimented 1) minimizing the learning rate, 2) increasing
the number of the final classification dense layers, and 3)
increasing the neurons number on the dense layers. We
found out that the first and the third hypotheses hold true
since the models recorded highest evaluation parameters
after minimizing the learning rate from (le-2) to (1e-6) and
after increasing the number of neurons from (64) to (1024).
Moreover, we found out that the second hypothesis didn’t
hold true. That is because none of the tested four deep
learning models improved their performance after
increasing the number of final classification dense layers to
become two “ReLUs” and one “Sigmoid” beside the
original “Softmax” classification dense layer. However, the
second hypothesis helped us to reach the most crucial
learning hyperparameter that raised the evaluation
parameters significantly in all tested deep learning models,
which was utilizing the “Sigmoid” activation function in
addition to the existing original “Softmax” classification
dense layer.

The accuracy, precision, recall, and F-score of each
developed model computed. Furthermore, we produced the
confusion matrix for each model to compare the predicted
authors with the ground truth ones. Eventually, we reached
high results since all the utilized four deep learning models

recorded a final validation accuracy that is higher than 95%
successful recognition of the Arabic authors.
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