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Abstract: Several clustering techniques have been developed to help researchers analyze the large amount of information derived 

from genomic data. These techniques have led to the discovery of new expression patterns under different experimental conditions. 

One of the objectives of these methods is to cluster the profiles of co-expressed genes. However, the grouping of genes requires 

optimization and consistency with the reality of the biological data. This paper addresses these two aspects using the Bisecting 

KMeans (BKM) algorithm optimized with the WB validity index. For each cluster obtained at the end of the execution of the BKM 

algorithm, a profile representing this cluster that will be named leader is determined by the Leader Clustering algorithm. Then, the 

semantic computing of the Gene Ontology terms by the GOGO measurement is combined with the results of the optimized 

clustering. The proposed approach, called OBKML-GO (Optimized Bisecting KMeans Leader with Gene Ontology), is carried out 

on three benchmarks of model organisms: Yeast, Human and the plant Arabidopsis thaliana. The results show that this approach 

produces more relevant and coherent groups of co-expressed genes, reflecting at the same time the biological reality. 

 

Keywords:Gene Expression, Bisecting KMeans, Optimized Clustering, Index ValidityWB, Gene Ontology. 

 

1. INTRODUCTION 

The increasing amount of massive data produced by 

DNA chips in the field of genes analysis, their 

transcripts, and their proteins, has led to the emergence of 

various machine learning techniques [1,2]. These 

techniques, in particular clustering methods, have made it 

possible to group or classify the profiles of co-expressed 

genes [3], to understand the behavior of the gene at 

different times and under different experimental 

conditions [4], and to assign the corresponding 

annotations to the genes [5]. However, these intensive 

data, provided by heterogeneous resources, are “noisy” 

and sometimes contain outliers that produce a number of 

“false positives” in biological inference [6,7]. These 

problems can influence the efficiency of computing 

approaches, i.e. the quality and consistency of the cluster 

results obtained. 

One solution to overcome these problems may be to 

select relevant and optimal clusters according to an 

appropriate validity index or indexes [6,8,9]. These 

indexes, which use the concepts of separation and 

compactness, allow obtainingmore interesting 

clusters[6,8,9].  

The integration of the biological knowledge provided by 

Gene Ontology (GO) in the previous proposal may be an 

alternative solution. In this case GO would be described 

by its different gene entities and associated 

annotations[10,11,12]. This can lead to homogeneous 

clusters and better coherence with the biological reality 

[10,11,12].  

This paper presents a new OBKML-GO (Optimized 

Bisecting KMeans Leader with Gene Ontology) method 

for analyzing the expression of microarray data. This 

method combines two different aspects of gene 

expression: numerical and semantic. Using the numerical 

data, the Bisecting KMeans algorithm (BKM) is 

executed. The WB validity index is used to find the 

optimum clusters number. Then, using the Leader 

algorithm, each previously obtained cluster is provided 

with a representative gene profile whose distance from 

the elements of its group is minimal. In terms of 

semantics, the semantic similarity between genes is 

calculated using the GOGO measure. Clusters areformed 

using this distance. The Leader profile is used to find the 



 

 

1132  HoudaFyad , et al: OBKML-GO: Optimized clustering combination with biological knowledge… 

 

http://journals.uob.edu.bh 

semantic cluster corresponding to the 

numericalcluster.Fusion is performed, and the result is 

clustered again.  

The remaining sections of the paper are organized in the 

following order: Section 2 displays an overview of the 

different methods using clustering and combination 

approaches for analyzing gene expression data. Section 3 

details the proposed method process. Section 4 explains 

the experiments carried out, while Section 5 presents the 

findings obtained using the new approach. Then the 

results discussion isin the Section 6, and finally, Section 

7 terminates the paper and provides suggestions for 

future research. 

2. STATE OF ART 

Several studies have highlighted the value of 
analyzing DNA chip data through the implementation of 
clustering techniques. These techniques have thus 
emerged as an effective means of identifying and 
grouping expression data of genes that behave similarly 
under various experimental conditions. They associate the 
expression data of genes with their biological functions 
and reveal the hidden patterns of these DNA chips. 
Various methods of clustering are reported in the 
literature: hierarchical methods (AGNES and DIANA) 
[13,14], partitioning methods(KMeans, PAM and 
CLARA) [15,14], Kohonen map-based methods (Self 
Organizing Map: SOM) [14], and fuzzy clustering (FCM) 
[15,14], graph-based methods (MST) [16,14], grid-based 
methods (STING, CLICK) [14], density-based methods 
(OPTICS, DBSCAN) [14], and Gaussian and spectral 
clustering methods [14].  
Generally,for calculating clusters, each clustering 

approach has its own set of criterion. It is the nature of 

the datasets studied and the objectives targeted by the 

experimenter which predominate in the choice of the 

method to be used [17,18]. However, despite the 

usefulness of these methods, the main drawback is that 

with the high dimensionality of microarray data. The 

clustering of such data becomes a complex problem 

requiring optimization to improve the results quality. 

This optimization consists in some cases in applying 

validity measures. Examples of such indices are the Dunn 

index [8], the homogeneity [9] and separation indices [9], 

and the Davies & Bouldin index [9]. The aim is to use 

this type of index as a fitness function for better 

partitioning and convergence towards an optimal solution 

[9].  

On the other hand,for improving coherence with 

biological reality, the integration of biological knowledge 

(GO) with the results of genetic clustering has became 

necessary. This has resulted creation and development of 

numerous controlled vocabularies and ontologies.They 

then have engendered the definition of the concepts of 

different biological terminologies and their products with 

the associated annotation [19]. The best known among 

biological ontologies is Gene Ontology (GO)which 

includes the description of three aspects: functions, 

processes, and components of genes for different 

species[19]. Measures of similarity have been used to 

capture the semantics of GO terms [20]. However, in the 

automatic comparison of genes, the semantic 

measurements are based solely on the analysis of 

biological aspects. This comparison is formalized by the 

hierarchical structure of the GO independently of 

particular genetic properties [21]. 
A new paradigm has been proposed for a more 

complete analysis taking into account the quality and 
consistency of the processed data. It consists to combine 
the cluster results obtained from expression profiles with 
GO as a source of biological information[22,23].This 
combination offers enrichment, improved annotation and 
helps researchers to discover more relevant models [23]. 
Other authors [24] have associated expression data with 
GO terms for the classification of expressed genes from 
plants under biotic and abiotic stress. Using a method 
called Gene Selection based on Biologically Relevant 
Clusters (GSBRC), these authors merged the numerical 
distance matrix of gene profile expression with the 
semantic matrix of GO terms [24]. The fusion matrix is 
subjected to the Affinity_Propagation (AP) algorithm 
which determines and groups genes by clustering. Then, 
the number of gene attributes is reduced by the 
Neighborhood Rough algorithm. Finally, these genes are 
classified by Support-Vector_Machine (SVM) [24]. The 
results of the integration of biological knowledge have led 
to an increase in the precision index [24]. In [11], the 
authors implemented the Non-dominated Sorting Genetic 
Algorithm-II (NSGA-II) on the two combined matrices 
(numerical and semantic) of expression data. The 
clustering performed on this fusion is optimized by the 
Co-expression-Indicator (CI) andBiological-
Homogeneity-Index (BHI) indexes. The results obtained 
indicate that the fusion and optimization provided 
homogeneous and biologically coherent clusters [11]. In 
the same perspective, the authors[12] also proposed an 
approach called Multi-Objective Clustering algorithm 
Guided by a-Priori Biological Knowledge which uses the 
three validity indexes (compactness, separation, and Xie-
Beni index). These indexes were used as objective 
functions to determine the optimal clusters of gene 
expression data. The simultaneous incorporation of GO 
terms associated with gene functions during biological 
processes have been also done by these authors [12]. 

3. PROPOSED APPROACH 

The combination of clustering-optimized numerical 

expression data processing using validity indices can 

confer facilitation and improvement of gene annotation 

results. However, the knowledge provided by the GO 

terms' semantic similarity must be added.From this 

perspective, this study displays a method that adds the 

semantic aspect with the numerical gene expression data, 
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called OBKML-GO.Figure 1 details each workflow step 

of the proposed approach. 

 

Figure 1.  Workflow of the proposed approach. 

A. Numerical computing of gene expression data 

The numerical aspect of the presently exposed method is 

carried out in several steps. These steps involve the 

implementation of the Bisecting KMeans algorithm 

[25,26] enhanced by the validity indices (Sum Square 

Between(SSB), Sum Square Within(SSW) and WB)) for 

the gene expression numerical profiles. Then, a 

representative profile considered as the "Leader" profile 

at the level of each previously obtained optimal group is 

defined with the Leader algorithm [27]. This expression 

profile allows a minimum distance from the rest of the 

profiles of the same group. 

a) Clustering of gene expression data: Bisecting 

KMeans Algorithm (BKM) 

Bisecting KMeans (BKM) is a KMeans algorithm 

extension [25]. The basic idea of this algorithm is that 

from the data set D = {d1, d2...dn}; two centroids are 

initially selected using the KMeans algorithm (KNC=2). 

Then the Sum of the Squared Error (SSE) calculation is 

performed to determine which of the two previous 

clusters is to be divided in the next iteration. The one 

with the highest SSE value. As a result, until the final 

number KNC of clusters is reached, the partitioning 

process is repeated [26].  

 

As shown in Figure 1, the BKM algorithm is executed on 

the pre-processed numerical expression data of the three 

benchmarks [34, 35, 36]. The grouping of the expression 

profiles into homogeneous clusters resulting from this 

first step is performed using validity indices described in 

the following section. 

b) Optimization of the BKM algorithm: Use of validity 

indices 

Three validity measures are calculated during the BKM 

algorithm execution to obtain optimal expression profile 

clusters. The first two indices (SSB, SSW) have been 

widely used in the literature. This choice is guided by the 

contribution of these indices in terms of expected quality 

between clusters (SSB) and within clusters (SSW).The 

third index (WB) calculates the inter-and intra-cluster 

ratio weighted by the clustersnumber. This index 

improves considerably the clusters quality [28]. 

 

i. Between cluster variance (SSB) 
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k: indicates the set of clusters; where cluster ihas 𝑛𝑖 items 

and 𝑐𝑖is its centroid, c: is the centroid of the whole data 

set and d (,) : is a distance used in this algorithm. 
 

ii. Within cluster variance  (SSW)  
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k: indicates the set of clusters where cluster ihas 𝑛𝑖 items 

and 𝑐𝑖is its centroid, 𝑥𝑖𝑗  is the j
th

 data point in a cluster 𝑐𝑖 

and d (,) : is a distance used in this algorithm. 
 

iii. Sum-of-Squares Based Cluster (WB) 

 

*k SSW
WB

SSB
  

 

k: is the  set of clusters, SSW (rep. SSB): represents the 

Within (resp. Between) cluster variance. 

 

c) Determination of the Leader expression profile 

The Leader algorithm is used to choose the Leader 

expression profile for each cluster. In the same cluster, 

the distance between the Leader vector with the other 

vectors must be lower or equal to a predefined threshold 

value [27]. Thus, each optimized cluster has a Leader 

profile. 
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The numerical computing on the expression data is 

summarized in the following pseudo-algorithm: 

 

Input:  Matrix of gene expression data (n*m) with: “n” 

genes profiles and “m” experimental conditions,  

KNC : number of clusters,  : the threshold value.    

Output:  C = {c1, c2…ck} set of clusters. SSB, SS, WB 

Values, L = {l1, l2…lk} a list of leader genes profiles 

vectors associated with their followers L1= {f(l1), f(l2)… 

f(lm)}. 

 

 ⁄⁄Optimized BKM algorithm steps: 

1. Begin 

2. Start with a single cluster GLOBAL(C) 

containing all genes profiles. 

3. Repeat 
4. fori := 1 to I a number of iteration do 

5.               Apply for GLOBAL (C) the KMeans 

algorithm (KNC=2) 

6.               Calculate the SEE of each two clusters 

obtained and choose the largest SEE  

7.               Compute SSB, SSW and WB indices 

8.               Save the minimum value of WB index 

9. end for 

10.        Add these two clusters in the bisecting 

cluster list with the most overall similarity. 

11. until the number of clusters defined is found. 

 

⁄⁄Leader-Followers algorithm steps 

12. Consider each centroid in each cluster obtained 

before, as gene leader profile vector l𝑗 

13. for all the rest of vectors vi in the same cluster. 

14. Calculate the distance between the gene leader 

profile vector and the rest of vectors 

15.     if(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∶= 𝑎𝑟𝑔𝑚𝑖𝑛‖vi −l𝑗‖
2

< )then 

16. Consider l𝑗as leader new profile vector 

17. else 

18.          Determine vias leader new profile vector 

19. end if 

20. End for 

21. End. 

B. Semantic computing of gene expression data 

Gene Ontology (GO) is required to define the biological 

similarity of genes, where terms representing the genes 

and gene products of different organisms are defined 

according to three angles: biological process (OntoBP), 

cellular component (OntoCC), and molecular function 

(OntoMF) [19,29]. Each term in GO is connected to one 

or more other terms in a Directed Acyclic Graph (DAG) 

[19,29]. A term in the GO has associated annotations that 

describe the function(s) of genes and gene products 

[19,29]. 

Each annotation contains the following main information 

that uniquely identifies it. It first contains the searched 

gene (or gene product), the term GO, the annotation 

reference. There is a code on how the annotation was 

made (manual, automatic, or other) by evidence codes. 

The date and the author of the annotation are indicated at 

the end. 

a) Extraction of genes and their annotation 

A web-based application called AmiGO [29] is available 

online to provide access to the information provided by 

the GO. It allows users to search for GO terms or gene 

symbols, and to browse and view the ontologies and 

annotations associated with those genes. Users can also 

refine the result of the query in the AmiGO search bar in 

different ways: they can specify the studied organism. 

They can choose one of the aspects of the GO (biological 

process (OntoBP), cell component (OntoCC), or 

molecular function (OntoMF). They can even search 

according to one of the particular evidence codes for 

example [29]. 

b) Correspondence with gene symbols for 

numerical computing 

Extraction of the genes and annotations associated with 

these genes according to the three organisms in this study 

namely, Yeast, Human, and Arabidopsis thaliana plant 

was performed. The gene expression matrix, which 

defines a given gene symbol's expression profile under 

various experimental conditions, was then matched with 

the same gene symbol found in the AmiGO research. 

c) Semantic similarity computing with the GOGO 

measure 

To evaluate this biological similarity, several semantic 

measures have been suggested. The DAG topology of 

GO is used to define some of them that includes the 

nodes (or the edges) and the distance to the lowest 

common ancestor node (LCA) [20,30]. The informative 

content (IC) of the terms was used to develop other 

measures. Hybrid measures based on these two methods 

have been also proposed [20,30]. Among them the 

GOGO functional similarity, which has the advantage of 

taking into account the number of child nodes in the 

similarity calculation [31]. 

 

When TU is the set of GO terms that encompasses U and 

its ancestors, EU the set of relationships (edges) among 

nodes of TU in DAGU. In this case, a GO U term can be 

formally defined as the following triplet: DAG (U, TU, 

EU). In the first step, the weighting of the semantic 

contribution which is tributary of the relationship kind 

and the number of offspring, is calculated by using 

Equation (1) as follows: 

1

( ( ) )n t
off

e
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Where noff(t) denotes the total number of descendants for 

the GO term t,  and  denote invariable parameters. The 

relationship type between a GO term and its parent nodes 

is defined by the parameterwhich is similar to the d in 

Wang's semantic measure [32]. Then, using Equation (2), 

the S_value for the target term U is determined according 

to Wang's method. The Semantic_value of the GO term 

U is computed in this case, as reported by Equation (3). 
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Hence, for the following pairwise U and W of GO terms, 

the semantic similarity between them is defined by 

Equation (4): 
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(4) 

In the last step, the functional similarity between 1g with 

m terms of GO and 2g with n terms of GO according to 

the Best-Match Average (BMA) strategy is calculated 

using Equation (5): 
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(5) 

 
Given that i is a term from group 1g ( i varying from 1 

to m) and j a term from group 2g ( j varying from 1 to 
n). 
 

C. Fusion of numerical and semantic information of gene 

expression data 

 

A numerical similarity matrix is created after performing 

the numerical computing of the expression data. It 

qualifies the correlation of the genes according to the 

value of the expression profiles. In this case, Pearson's 

correlation coefficient was used for measuring this 

correlation [33].Another semantic similarity matrix is 

established, reflecting the functional similarity of the 

genes from the biological annotation terms of Gene 

Ontology.  

 

This semantic similarity is calculated using the GOGO 

measure explained above. The two matrices are merged 

into a single matrix (see Figure 2), with an associated 

weighting γ defined as follows [23]: 

(1 )
numerical semantic

Similarity Similarity Similarity           (6)

numerical
Similarity is computed on the numerical 

similarities calculation basis of the gene expression data. 

semantic
Similarity is computed based on the semantic 

computation of the annotations of the terms of the GO. 

The coefficient γ is a parameter whose values are 

included in [0,1]. If the coefficient γ = 1, only the 

numerical distances of the expression data are used. 

However, if the coefficient γ = 0, only the semantic 

similarity is used. The parameter γ delimits the influence 

of biological knowledge on the quality and consistency of 

the outcomes [23]. 

 
Figure 2.  Numerical and semantic fusion of gene expression data. 

4. EXPERIMENTATION 

 

The effectiveness of the proposed approach applied to 

three benchmarks of real organisms: yeast, humans and 

the Arabidopsis thaliana plant, is analyzed and assessed 

using the various experiments described in this section. 

A. Reference benchmarks used 

 
Three reference expression benchmarks were utilized to 
assess the efficacy of the suggested approach: Yeast 
Sporulation [34], Human Fibroblasts Serum [35], and 
Arabidopsis thaliana [36]. Table I outlines the features of 
these three real-world benchmarks. The “Original genes” 
column concerns to the number of genes from the DNA 
micro-arrays experimentation. The “Genes treated” 
column corresponds to the number of genes obtained by 
pre-processing where duplicate genes and missing values 
of expression levels have been deleted from the initial 
data. The downsized genes number was utilized for the 
different experiments of our proposed approach. 
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TABLE I.  MICROARRAY BENCHMARKS DESCRIPTION 

 

Benchmarks 

 

#Original 

Genes 

 

#Treated 

Genes 

 

#Samples 

 

 

Yeast  
Sporulation 

 

6118 

 

474 

 

7 

 

Human fibroblasts 
serum 

 

8613 

 

517 

 

13 

 

Arabidopsis  
thaliana 

 

138 

 

133 

 

8 
 

 

a) Benchmark 1: Yeast Sporulation 

The benchmark corresponding to Yeast Sporulation was 

downloadedfrom http://cmgm.stanford.edu/pbrown/sporulation. It 

shows the levels of gene expression in 6118 genes at 

seven different intervals (t0, t0.5, t2, t5, t7, t9 and t11.5). 

Of these genes, only 474 that were considered to differ 

significantly in their expression levels were retained 

during this sporulation process [37]. 

 

b) Benchmark 2: Human fibroblast serum 

The Information on expression levels of 8613 genes is 

provided in the Human Fibroblast Serum Benchmark 

available athttp://www.sciencemag.org/feature/data/984559.shl.At 

different sampling times, from 0 to 96 quarters of an hour 

as follows: (0,1, 2, 4, 8 16, 24, 32, 48, 64, 80 and 96), as 

well as at an asynchronous time point (each sample is 

taken at 13 time intervals). For gene expression analysis, 

only a set of 517 genes was found to be significant to be 

chosen[37]. 

 

c) Benchmark 3: Arabidopsis thaliana 

The benchmark Arabidopsis thaliana was downloaded 

fromhttp://anirbanmukhopadhyay.50webs.com/data.html. It 

contains the expression values of 138 genes for 8 periods 

(15 min, 30 min, 60 min, 90 min, 180 min, 360 min, 540 

min and 1440 min). A subset of 133 genes was submitted 

for analysis [37]. 

 

B. Algorithms used 

The performance of the OBKML-GO algorithm in 

numerical and semantic computing was compared to the 

performance of two algorithms, KMeans Basic and 

KMeans Optimized by the WB index. 

 

a) KMeans Algorithm 

The first of the two comparison algorithms used is the 

KMeans. This algorithm is described below: 

 

Input   : 𝐷 =  𝑑𝑖{𝑖 = 1, … . 𝑛}. set of data points and KNC 

a clusters number. 

Output: KNC set of clusters. 

1. Choose arbitrary K points from D as the initial 

centroids 

2. Repeat 
3.        (Re) assign each point to the clusters which 

has the closestmeans.  

4.        Update the cluster means calculation 

between each point and the new cluster.  

5. Until no change. 

b) Optimized KMeans Algorithm  

The second one is the Optimized KMeans. This 

algorithm is described below: 

 

Input   : 𝐷 =  𝑑𝑖{𝑖 = 1, … . 𝑛} set of data points and KNCa 

clusters number. 

Output: KNC set of clusters. WB index value 

1. Choose arbitrary K points from D as the initial 

centroids 

2. repeat 
3.        (Re) assign each point to the clusters which 

has the closestmeans. 

4.        Compute WB index  

5.        Save the minimum value of WB index 

6.        Update the cluster means calculation 

between each point and the new cluster.  

7. until no change. 

 

C.  Validation indices 

In the literature, various validation indices have been 

used to describe the quality clustering system. Overall, 

these indices have been subdivided into two main 

categories: internal measures and external measures [38]. 

Internal measures refer to the inter- and intra-cluster 

quality, without a priori information [38]. The external 

measures compare a result of the obtained partition with 

another partition known in advance.  

In this study, Calinski-Harabasz (ICH) [17] and Hartigan 

(IH) [39] were used as internal evaluation indices. The 

purity measure (IP) [40] was used for the external 

evaluation. 

 

a) Calinski-Harabasz (ICH) index 

The Calinski-Harabasz (ICH) index is defined as the 

fraction of the global variance of the sum of inter-cluster 

squares (SSB) (compactness criterion) on the global 

variance of the sum of intra-cluster squares (SSW) 

(separation criterion) [17]. This fraction is maximized 

when the clusters have been well separated and 

compacted [17]. The ICHmeasure is calculated using 

Equation (7): 



( )

( 1)

NC
CH

NC

N K SSB

K SSW
I








(7) 

http://cmgm.stanford.edu/pbrown/sporulation
http://www.sciencemag.org/feature/data/984559.shl
http://anirbanmukhopadhyay.50webs.com/data.html
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Where, SSB is a variance between clusters; SSW is a 

variance within clusters; KNC is the clusters number; N is 

the entire observations number (the total data points 

number). 

 

b)  Hartigan (IH) index 

The Hartigan index (IH) is defined as the logarithm of the 

global variance of the sum of inter-cluster squares (SSB), 

i.e. the compactness criterion on the global variance of 

the sum of intra-cluster squares (SSW), i.e. the separation 

criterion [39]. The IHmeasure is calculated using Equation 

(8): 

2
logH

SSB

SSW
I  (8) 

Where, SSB is a variance between clusters and SSW is a 

variance within clusters. 

c) Purity (IP) index  

The purity index is expressed by a rate of the total 

number of points that have been correctly classified; 

these points are considered "correctly classified" if for 

each 𝐶𝑖 cluster, a group of points is identified as 

belonging to the same class or reference cluster [40]. The 

purity of a 𝐶𝑖cluster is defined as: 

1

1
max { }NC

k

i j ij

i

n
n

Purity


 (9)                     

Where, 𝑛𝑖is the size of the obtained cluster 𝐶𝑖,𝑘𝑁𝐶 is the 

number of clusters actually assigned, and 𝑛𝑖𝑗 is the 

number of common points between cluster 𝐶𝑖  and the 

actually assigned partition 𝑅𝑗 . The overall clustering 

solution purity can be given by Equation (10): 

 

1

1

1
max { }NC

r
k

j ij

i

n
n

Purity




  (10)                                                                                             

Where,𝑟  is the clusters number obtained using certain 

clustering algorithms and n is the total points number in a 

d-dimensional data set 𝐷. 𝐷 =  𝑥𝑖{𝑖 = 1, … . 𝑛}. 

 

 

 

 

 

 

 

 

 

5. RESULTS 

The clustering performance results obtained by the 

OBKML-GO algorithm and those of the other two 

algorithms are compared in this section. These 

calculations were performed on the numerical, semantic 

and combined gene expression data profiles for the three 

benchmarks used. 

B. Case γ = 1 numerical similarity 

Table II presents the numerical results (γ = 1). The 

OBKML-GO algorithm, except for the Arabidopsis 

thaliana benchmark, provides the best values for the ICH 

index regardless of the benchmark used or the number of 

clusters.In this case, the OBKML-GO algorithm is 

outperformed by the optimized KMeans algorithm if the 

9 number of clusters is reached. The two other 

indicesIHandIP, show the same pattern.The values of these 

indices for the OBKML-GO algorithm are higher than 

those of the two KMeans and Optimized KMeans 

algorithms. In this instance the benchmarks used and the 

clusters number are not taken into consideration. 

Overall, the values of the indices (ICH,IHandIP) are 

relatively close for a number of clusters KNC={7,9 and 

10} compared to the clusters number KNC=5. This 

situation is similar for the Yeast, Human, and 

Arabidopsis thaliana benchmarks, regardless of the 

algorithm used. For example, for the OBKML-GO 

algorithm with a clusters number KNC={7,9 and 10}, the 

value of ICHvaries from 37.634 to 38.500, the value of 

IHvaries from 0.662 to 0.826 and IPvaries from 0.768 to 

0.794 for the Yeast benchmark. 

This can also be noticed for the two other benchmarks 

Human, and Arabidopsis thaliana have ICHindex has 

values ranging from 36.896 to 40.151 and from 30.565 to 

35.237 respectively. For IHindex, the first one has values 

from 0.613 to 0.780, and the second one has values from 

0.690 to 0.778. Finally, for the IPindex, Human 

benchmark has values ranging from 0.726 to 0.751, and 

for Arabidopsis thaliana benchmark has values varying 

from 0.786 to 0.719. 

 

Figure 3 illustrates the performance of our OBKML-GO 

algorithm for the three validity indices (ICH, IH, andIP) with 

respect to the other two (KMeans and Optimized 

KMeans) on the three benchmarks for a number of 

clusters KNC = 10 in the numerical aspect. 
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TABLE II.  RESULTS OF THE THREE VALIDITY INDICES FOR CLUSTERING ALGORITHMS ON THE THREE BENCHMARKS (NUMERICAL PART) 

 KNC=5 KNC=7 KNC=9 KNC=10 

 Validity indices 

Y
e
a

st
  

S
p

o
r
u

la
ti

o
n

 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 

 

30.939 0.491 0.527 34.081 0.592 0.629 35.563 0.679 0.737 37.334 0.647 0.737 

Optimized 

KMeans 

32.762 0.683 0.643 34.197 0.612 0.738 36.824 0.726 0.769 34.444 0.770 0.779 

OBKML-

GO 

37.498 0.721 0.778 37.634 0.662 0.768 38.499 0.733 0.784 38.500 0.826 0.794 

  KNC=5 KNC=7 KNC=9 KNC=10 

H
u

m
a

n
 S

e
r
u

m
  

F
ib

ro
b

la
st

 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 33.602 
 

 

0.401 
 

 

0.686 
 

 

36.744 
 

 

0.502 
 

 

0.688 
 

 

38.226 
 

 

0.589 
 

 

0.696 
 

 

38.499 

 

 

0.525 

 

 

0.754 

Optimized 

KMeans 

34.419 
 

0.433 
 

0.736 
 

36.248 
 

0.560 
 

0.712 
 

38.475 
 

0.476 
 

0.723 
 

40.080 

 

0.563 

 

0.748 

 

OBKML-

GO 

34.860 

 

0.671 

 

0.764 

 

36.896 

 

0.613 

 

0.726 

 

38.861 

 

0.683 

 

0.745 

 
40.151 

 

0.780 

 

0.751 

 

  KNC=5 KNC=7 KNC=9 KNC=10 

A
ra

b
id

o
p

si
s 

 

th
a
li

a
n

a
 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 28.368 
 

0.375 
 

0.613 
 

31.510 
 

0.476 
 

0.615 
 

32.992 
 

0.563 
 

0.623 
 

31.185 

 

0.537 

 

0.678 

 

Optimized 

KMeans 

29.505 

 

0.682 

 

0.644 

 

31.334 

 

0.527 

 

0.664 

 

33.561 

 

0.725 

 

0.675 

 
34.766 

 

0.774 

 

0.629 

 

OBKML-

GO 

30.565 

 

0.690 

 

0.786 

 

32.601 

 

0.577 

 

0.702 

 

31.566 

 

0.702 

 

0.711 

 
35.237 

 

0.778 

 

0.719 

 

 

 
Figure 3.  ICH- index (left), IH- index (center) and IP- index (right) performance of the three benchmarks (numerical calculation). 

C. Case γ = 0 semantic similarity  

Table III shows the semantic results (γ = 0). It can be 

noticed that the best values obtained for the ICHindex are 

given by the OBKML-GO algorithm regardless of the 

benchmark used, and regardless of the number of 

clusters, except for the Arabidopsis thaliana benchmark. 

In this case, the OBKML-GO algorithm is outperformed 

by the optimized KMeans algorithm if the 9 number of 

clusters is reached. As an identical result can be reported 

for the two other indices IHandIP, i.e. the values of these 

indices for the OBKML-GO algorithm are higher than 

those of the two KMeans and Optimized KMeans 

algorithms independently of the benchmark used and 

independently of the clustersnumber. The 

indicesvalues(ICH,IHandIP) are generally relatively close 

for a number of clusters KNC={7,9 and 10} compared to 

the clusters number KNC=5. This is true for the Yeast, 

Human, and Arabidopsis thaliana benchmarks, 

regardless of the algorithm used. For instance, for the 

OBKML-GO algorithm with a number of clusters 

KNC={7,9 and 10}, the value of ICHranging from 37.109 to 

37.801, the value of IHranging from 0.685 to 0.797 and 

IPranging from 0.751 to 0.770 for the Yeast benchmark. 

The same result applies for the two other datasets Human 

and the plant Arabidopsis thaliana have ICHindex has 
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values range from 34.726 to 38.220 and from 33.102 to 

36.395 respectively. For IHindex the first one has values 

from 0.598 to 0.798, and the second one has values from 

0.686 to 0.851. Finally, for the IPindex, Human 

benchmark has values range from 0.671 to 0.753, and for 

Arabidopsis thaliana benchmark has values vary from 

0.749 and 0.753. 

Figure 4 illustrates the performance of our OBKML-GO 

algorithm for the three validity indices (ICH, IH, andIP) with 

respect to the other two (KMeans and Optimized 

KMeans) on the three benchmarks for a number of 

clusters KNC = 10 in the semantic aspect. 

  

TABLE III.  RESULTS OF THE THREE VALIDITY INDICES FOR CLUSTERING ALGORITHMS ON THE THREE BENCHMARKS (SEMANTICAL PART) 

 KNC=5 KNC=7 KNC=9 KNC=10 

 Validity indices 

Y
e
a

st
  

S
p

o
r
u

la
ti

o
n

 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 

 

30.678 0.457 0.689 33.026 0.537 0.741 33.625 0.637 0.719 36.388 0.637 0.721 

Optimized 

KMeans 

33.285 0.627 0.721 35.186 0.717 0.755 37.281 0.650 0.673 34.854 0.751 0.726 

OBKML-

GO 

36.985 0.679 0.706 37.109 0.685 0.751 38.165 0.702 0.777 37.801 0.797 0.770 

  KNC=5 KNC=7 KNC=9 KNC=10 

H
u

m
a

n
 S

e
r
u

m
  

F
ib

ro
b

la
st

 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 

 

32.146 0.390 0.689 34.494 0.473 0.675 35.088 0.670 0.678 35.172 0.579 0.678 

Optimized 

KMeans 

33.604 0.537 0.745 35.654 0.659 0.677 35.597 0.760 0.682 36.395 0.657 0.695 

OBKML-

GO 

34.602 0.629 0.755 34.726 0.598 0.671 37.780 0.772 0.743 38.220 0.798 0.753 

  KNC=5 KNC=7 KNC=9 KNC=10 

A
ra

b
id

o
p

si
s 

 

th
a
li

a
n

a
 

 ICH IH IP ICH IH IP ICH IH IP ICH IH IP 

KMeans 29.418 0.574 0.614 31.766 0.654 0.723 32.360 0.754 0.735 32.705 0.755 0.736 

Optimized 

KMeans 

31.555 0.625 0.736 32.926 0.834 0.734 35.550 0.648 0.745 33.125 0.763 0.745 

OBKML-

GO 

32.978 0.731 0.752 33.102 0.6865 0.749 34.156 0.754 0.753 36.395 0.851 0.753 

 

 

 
Figure 4.  ICH- index (left), IH- index (center) and IP- index (right) performance of the three benchmarks (semantical calculation). 

D. Cases γ ≠ 0 and γ ≠ 1: combined similarities 

The influence of the parameter γ was tested with several 

values ranging from 0 to 1 with a step of 0.1. Table V 

shows the best combination results obtained by the three 

validity indices with the corresponding γ value carried 

out on the three benchmarks. 

These results show that for the Yeast benchmark, the best 

index values are ICH= 33.087, IH= 0.653, and IP= 0.746 

with γ = 0.1 and KNC= 10. For the Human benchmark, the 

best index values are ICH= 34.953, IH= 0.713, and IP= 

0.768 with γ = 0.7 and KNC= 9. As for the Arabidopsis 

thaliana benchmark, the best index values are ICH= 

32.359, IH= 0.648, and IP= 0.735 with γ = 0.2 and KNC= 8. 
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TABLE IV.   THE COMBINED SIMILARITIES RESULTS 

 

Benchmarks 

𝜸 

 

value 

# 

 

Cluster 

Index 

values 

ICH IH IP 

 

Yeast 

Sporulation 

 

0.1 

 

10 

 

33.087 

 

 

0.653 

 

0.746 

 
Human 

fibroblasts 

serum 

 
0.7 

 
9 

 
34.953 

 
0.713 

 
0.768 

 

Arabidopsis 

thaliana 

 

0.2 

 

8 

 

32.359 

 

0.648 

 

0.735 

6. DISCUSSION 

The results obtained by clustering the expression data of 

the three benchmarks for both the numerical and 

semantic aspects seem to indicate that in general, the 

OBKML-GO algorithm provides the best results 

compared to the two algorithms KMeans and Optimized-

KMeans. This is valid for the three validity indices (ICH,IH 

andIP) and when the number of clusters has not been 

taken into account. 

This result was to be expected due to the optimization 

which generally leads to a better clustering compared to 

classical clustering methods [41,42]. Moreover, this is 

also because of the use of the BKM algorithm. This 

algorithm is thought to be more interesting than the 

KMeans algorithm. The obtained clusters are more 

homogeneous and not empty, as opposed to the KMeans 

algorithm, which can generate them [26]. 

In addition, the use of validity indices contributes to this 

optimization. Indeed, the WB index, which supports 

inter- and intra-cluster variation as well as the number 

KNC of clusters, can contribute to the determination of 

these optimal clusters [28].  

The Leader  has the role of representative for each 

cluster. It allows having a minimum distance from its 

own group's elements and a maximum distance from the 

elements of the other groups.Biological knowledge also 

provides semantic information and therefore an 

interesting global result in terms of homogeneity and 

coherence of clusters in adequacy with the biological 

reality. Approaches reported in the literature that involve 

the semantic part, underlining the positive aspect of the 

fusion of the two types of data, those of numerical origin 

and those of semantic origin [11,12,24]. Regardless of 

the benchmark, and regardless of the algorithm used, the 

number of clusters for which the index values are the best 

is KNC={7, 9 and 10}.  

However, this does not mean that the different algorithms 

result in the same cluster quality since the index values 

are higher in the OBKML-GO algorithm compared to the 

other two [26]. 

The key points to be retained from OBKML-GO 

approach are the easiness of and the relative low time 

complexity. Indeed, as reported in [43], the use of the 

Bisecting KMeans algorithm during its partitioning 

process (in KNC=2 at each iteration) has a more 

interesting temporal complexity ( 1) )o k nI (where k  

indicates the set of clusters obtained, n  the number of 

data points, the number of iterations) than that of 

KMeans which is of ( )o knI and also an optimized 

computing using the WB index. 

The limitations of the proposed approach could include 

(i) the size of the benchmarks, which should be larger 

and of similar size, (ii) the analysis of a larger number of 

benchmarks, (iii) the evaluation of the quality of 

clustering by more validity indices, and (iv) the 

integration of the GO terms associated with the other two 

aspects (i.e., the cellular component (OntoCC) and 

molecular function (OntoMF) aspects). 

7. CONCLUSION 

This paper proposed an approach called OBKML-GO 

(Optimized Bisecting KMeans Leader with Gene 

Ontology) that combines data from gene expression 

profiles and biological knowledge derived from terms 

and annotations related to Gene Ontology (GO). 

The performance of this approach was assessed on three 

real-life gene expression datasets against two KMeans 

and Optimized-KMeans clustering algorithms. In contrast 

to the other two algorithms, OBKMLGO generated the 

best results for the three validity indices (ICH,IH andIP) 

regardless of the clusters number. This is because the 

Bisecting algorithm is more effective than the KMeans 

algorithm. This is mainly due to its cluster partitioning 

process at the level of each iteration, by an SSE value 

computing. The BKM algorithm provides at the end 

coherent and non-empty clusters, unlike the KMeans 

which can generate them. The WB index calculates the 

inter-cluster and intra-cluster variation and the number of 

clusters that can contribute to obtaining these optimal 

clusters. Moreover, using the Leader (one representative 

for each cluster) allows having a minimum distance from 

its own group's elements and a maximum distance from 

the other groups' elements.Furthermore, the addition of 

biological knowledge that considers the information 

content of the child nodes improves the relevance of the 

semantics. As a result, the overall result is interesting in 

terms of homogeneity and coherence of clusters in 

adequacy with the biological context. Thus, the 

combination results for the Yeast benchmark for the best 

index values are ICH= 33.087, IH= 0.653, and IP= 0.746 

with γ = 0.1 and KNC = 10. For the Human benchmark the 

best index values are ICH= 34.953, IH= 0.713, and IP= 

0.768 with γ = 0.7 and KNC = 9. According to the 

Arabidopsis thaliana benchmark, the best index values 

are ICH= 32.359, IH= 0.648, and IP= 0.735 with γ = 0.2 and 

KNC = 8. 
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A deeper insight into OBKML-GO approach would 

consist to utilize other bigger and comprehensive 

benchmarks, to check the quality of clustering through 

more validity indices. The incorporation of the GO terms 

related to the other two facets (i.e. the cell component 

aspect (OntoCC) and the molecular function aspect 

(OntoMF)) can also be added and the semantic 

contribution of these aspects to gene clustering can be 

compared. Finally, other biological annotation resources 

can also be associated with the numerical expression 

profiles to enhance the semantic aspect. 
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