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Abstract: Academic learning performance prediction is one of the concerns for the stakeholders of the educational system, namely 
administrators, teachers, students, parents, and others. As poor performance in learning may lead to the dropout of a student, so it is 
vital to predicting the performance to identify the student at risk. By identifying the student at risk, corrective action can  be taken in 

advance for the improvement of the performance. The purpose of this study is to identify the students who may have problems in the 
coming course sessions. These problems can lead to poor performance. In this study, we have performed comparative analysis for 
different machine learning algorithms named; Artificial Neural Network (ANN), Naïve Bayes (NB), Decision Tree (DT), Logistic 
regression (LR), and Support Vector Machine (SVM), on extracted features. The extracted features are average mouse clicks, total 
activities, average time, average idle time, average keystrokes, and total related activities in an exercise. The results exhibit that SVM 
is better to predict the performance as equated to other machine learning techniques, by the accuracy of 94.82 %. These findings can 
suggest measures to take action like additional help required in advance to a particular learner for the success at a higher level of 
Bloom’s Taxonomy. 
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1. INTRODUCTION  

The overall objective of digital learning is to provide a 

platform for a wider group of people to a higher level of 

learning outcomes [1]. The term e-learning or digital 

learning is trending in the current scenario. E-learning is 

an abbreviation of electronic learning that can be defined 

as the delivery of learning content (text materials, audio, 

video, assessment, and interaction methods) through any 

electronic medium. This can help to improve the level of 
learning as compared to traditional face-to-face learning. 

Over the past decade, various variables explored to 

achieve the goal of performance improvement. These 

variables are the parameters that may affect student 

satisfaction and variables that affect the prediction of 

digital learning outcomes [2]. 

 

MOOCs (Massive Open Online Courses) have turn into a 

substitute educational scenario that permits users the 

same quality of learning without considering the location 

of the learners or users [3]. Edx, Coursera, Udacity, 
HarvardX, Udemy, and Khan Academy are various 

examples of MOOCs. Because of geographical, financial, 

and educational obstacles, the use of MOOCs is 

increasing day by day at an individual as well as 

institutional level. 

 

In the case of digital learning, where the learners are 

physically not available, it is essential to track the 

learners’ progress and provide a way of interaction. As 

most of the digital learning is symmetric for all learners, 

special care is required to ensure progress for everyone. 
Machine learning can be a useful technique that can find 

the hidden patterns from the behavior of users for the 

performance prediction of the learners[3]. Furthermore, a 

significant feature of machine learning can explore 

complex non-linear patterns in the users’ behavior[4]. 

These machine learning methods can identify the critical 

student who could face some difficulties in succeeding 

course learning [5].  

 

Educational Data Mining (EDM) and learning analytics 

have gained attention among the user of TEL 
(Technology Enhanced Learning) during previous years 
[6] [25]. EDM explores the educational data and tries to 

find the learning behavior to help the learners and the 
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teachers or instructors [7] [8]. In this work, we have used 

machine learning algorithms to predict the students' or 

learners' performance in advance to take corrective 

actions. For this, the features which are extracted from 

the dataset used in this study are the inputs to train and 

test the machine learning algorithms. These features are 

extracted from the dataset that is discussed below in this 

paper. The model that is created with the previous session 

data can predict the learner’s performance for the 

selected features of the next course session. This early 

prediction may be beneficial for learners, teachers, and 
other stakeholders. 

 

The rest of the paper is organized into another four 

sections. Section 2 has discussed the related work. 

Section 3 addresses the methods used in this work. 

Results and discussion are comprised in section 4. 

Finally, the conclusion is included in section 5.   

2.  RELATED WORKS 

Foreseeing low-commitment learners is fundamental in e-

learning frameworks since it enables educators to 

comprehend the conduct of students for various course 
exercises. Here the machine learning techniques are 

applied and evaluated with cross-validation methods. 

Analysis indicated that J48, DT (Decision Tree), JRIP, 

and Gradient Boosting Trees (GBT), are the best methods 

to foreseeing low-commitment learners or students 

during an Open University evaluation [9]. 

 

Vahdat et al. (2015) utilized the complexity matrix (CM) 

and process mining (PM) strategies to examine the 

connection among student's learning stages and grades 

with Digital Electronics Education and Design Suite 
(DEEDS), an electronic learning framework. They 

inferred that the average learners' grades decidedly 

correspond with the complexity matrix, and the difficulty 

is contrarily related to the complexity matrix[10]. For the 

learners' or students’ performance issues, a method is 

proposed, namely GritNet, which expands upon the 

bidirectional long short term memory (BLSTM) [11]. 

 

Abu Saa (2016) experimented with locating the best 

classifier to predict learners' performance in higher 

education, utilizing social and individual information 

highlights [12]. In order to forecast student’s 
performance by logging information during student 

interactions, several probability models (i.e., Bayesian 

tracking) are used. However, the hidden behaviors of 

students are not predicted by these models [13]. 

 

The study compared the EDM (educational data mining) 

methods (Naive Bayes, Neural Network, and Support 

Vector Machine) [14]. The findings achieved here, 

demonstrating that the analyzed EDM procedures are 

adequately capable of early recognize students' failure. 

So these methods are valuable to furnish instructors or 

educators with essential data to support their choices. 

Various classifier-based systems are exhibited in [15], 

which bring together three classifiers, namely, AODE, 

IBK, and J48, using the democratic philosophy and 

presented a solitary composite model. In this study, they 

proposed a technique for anticipating the last grades of 

students by a Recurrent Neural Network (RNN) from the 

log information put away in the instructive frameworks. 

The exactness of forecast by the RNN is above 90% 
utilizing the log information until the sixth week [16]. 

3. METHODOLOGY 

In this section, we have described the dataset, 
performance evaluator or measures, features extraction, 
features selection, and the machine learning algorithms 
used in this study. 

A.  Dataset 

The data is collected from the undergraduate students 
of the University of Genoa [10]. There are a total of 100 
students participated in the study. The data was recorded 
using a simulator termed Digital Electronics Education 
and Design Suite (DEEDS). DEEDS is used for e-learning 
in the digital electronics course. The system provides 
content for learning through particular browsers, and the 
students are requested to take care of different issues with 
various degrees of challenges regarding the course 
content. This data comprises the participants' logs of 
activities held over the completion of the digital 
electronics course. There were a total of six lab sessions 
throughout the course. The data from every session is 
organized as, Id of the session, Id of student, Id of the 
exercise, Labeled activity, Activity start time, Activity 
end time, Idle time, Mouse wheel amount, Mouse wheel 
clicks, Mouse clicks left, Mouse clicks right, Mouse 
movements, and Keystrokes numbers. There are various 
activities held during the completion of the exercise, like 
reading or viewing the material concerning or not 
concerning the exercise, working on DEEDS, working on 
the text editor, doing nothing, and students using the 
learning management system. 

B. Performance Evaluators 

The two types of assessments identified and compared 

with the outcomes of the performance evaluation: 

Visualization:  The result of true values and false values 

can be represented for classifiers using the receiver 

operative curve (ROC) and reject curves. 

Statistical Analysis: The outcomes from different 
classification methods are evaluated using confusion 

matrix (accuracy), precision, recall, and F-measure. The 

mathematical formulae for evaluators used in this study 

are as follows, 
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Confusion Matrix: This displays the errors through all 

classes. The accuracy of the classifier is determined as 

follows [5]:  

 

Accuracy= (TP (True Positive) + TN (True   Negative)) / 

(TP+TN+FP+FN)*100% 

 
TABLE I. MEANING OF TP, TN, FN, AND FP. 

 
 

Precision: It is a ratio of TP (true positive) and the 

misclassified values as positive (e.g., FP). 

 

         Precision= TP/ (TP+FP) 

 

 Recall: Recall is a proportion of correctly categorized 

items, i.e., TP, and the values that are categorized 

wrongly, i.e., false negative. 

     

        Recall/Sensitivity= TP / (TP +FN)*100%   

        
F-Measure: It is another standard output measure that 

combines recall and precision into a single measure [17]. 

The formula used to calculate F-measure is as follows: 

 

      F-Measure = 2*(precision*recall)/ (precision + recall) 

 

ROC curve: It includes the error types I and II. The 

values of "false positives" and "false negatives" are 

represented. 

 

        Type I Error = 
FN

TP+FN
     and  

 

        Type II Error =  
FP

TN+FP
 

 

C. Feature Extraction 

The process of transformation of original features to 

more valuable features is called feature extraction. Brian 

Ripley defines feature extraction as the construction of 

the linear combination of continuous features that can 

discriminate classes[6].  

 

In this study, we have used Spyder, an open-source, 

cross-platform IDE (integrated development 
environment) for implementing this work. Here, we have 

extracted the thirty-six features for each session from the 

dataset that is described above. As there are six exercises 

in a session, so we got thirty-six features for every 

student. We can see the extracted features in table II. All 

the features are described as follows, 

 

The average time of the exercise is the difference 

between the beginning and the end to complete an 

exercise. Users that spend less time on the current session 

are not well oriented [24]. Overall activities are the total 

no of activities during the completion of an exercise. A 

participant who completes a broader range of activities 

while answering the given questions may affect the 

student’s performance. The third feature is average 
mouse clicks during the completion of an exercise. The 

number of mouse clicks may lead to a pattern that relates 

to the performance of students. The fourth feature is the 

average of spent idle time throughout an exercise. The 

students who spent more time in do nothing may have 

some problems. The fifth feature is described as 

keystroke average during the completion of an exercise. 

The average keystrokes relate to the engagement of 

students. The student achieved better grades who had 

more keystrokes [24]. The last feature is overall related 

activities over an exercise completion. If a student using 
fewer activities related to the exercise may have 

problems in the future. 
 

TABLE II. LIST OF RAW INFORMATION AND EXTRACTED FEATURES 

 
Raw Information Extracted Features 

 

Id of session  

 

 Average time in the exercise 

 Overall activities in the 

exercise 

 Average mouse clicks in the 

exercise 

  Average of the idle time in 

the exercise 

  Keystrokes' average in the 

exercise 

  Overall related activities in 

the exercise 

  

 

Id of student 

Id of the exercise 

Labeled activity 

Activity start time 

Activity end time 

Idle time 

Mouse wheel amount 

Mouse wheel clicks 

Mouse clicks left 

Mouse clicks right 

Mouse movements 

Keystrokes numbers 

 

D.  Feature Selection 

A feature or attribute selection is the method of selecting 

the best attributes or features from the given set of 

features, as some features may be statistically 

uncorrelated with the class, target, or label[8]. Some 
features may be redundant or misleading in the case of 

high-dimensional data. This redundancy or irrelevancy of 

features may affect accuracy and efficiency [9].  

We have selected the attribute or feature which has the 

highest ranking score. In this study, we have selected 

three evaluators from the Waikato Environment for 

Knowledge Analysis (WEKA) tools. These are the Gain 

Ratio Attribute Evaluator, Chi-squared Attribute 

Actual 

 
Prediction 

                      Positive Negative 

Positive True Positive 

(TP) 

False Positive     

(FP) 

Negative False Negative 

(FN) 

True Negative   

(TN) 
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Evaluator, and Info Gain Attribute Evaluator. The Gain 

Ratio tests the attribute with the class using the gain ratio 

value[10]. The Chi-squared Attribute Evaluator tests the 

attribute with the class using the chi-squared statistic. 

The Info gain attribute evaluates the features based on 

information gain [21]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Computational Model 
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E. Algorithms Used 

Here, we are discussing the details of the various 

machine learning algorithms used for the training and 

testing data. 

 

Artificial Neural Network (ANN): Usually used in the 

neural network for classification is Multilayer Perceptron 

(MLP). During simulations with the data set, the MLP 

architecture includes a network of three layers, one input, 

hidden, and output layer. In this model, the parameters 

used are, learning rates= 0.3, threshold for validation= 
20, momentum= 0.2, Number of Epochs = 500, random 

seed=0 [22]. 

Logistic regression (LR):  The application of logistic 

regression applies multiple regression analysis techniques 

to the cases in which the output variable is categorized. 

The relation between the attribute and classifier is a 

logistic regression function rather than a linear relation. 

In logistic regression, the dependent variable (class) is 

binary, indicating dependent attributes will produce 1 

with a probability of success pi or 0 with 1-pi with the 

probability of failure [23].  
 

 

Naïve Bayes (NB): NB (Naive Bayes) provides an easy 

solution to probabilistic thinking. It relies on two 

hypotheses that the prediction attributes are an 

independent class label, and the prediction is regulated by 

suppressed attributes [15]. 

 

Support Vector Machines (SVM): The SVM is also 

referred to as the highest margin classifier, which 

optimizes the distance between the support vectors and 
hyperplane. Such vectors are used as learning vectors 

nearby to the hyperplanes from each group or class. 

Using kernel function, SVM can classify linear and non-

linear data [16]. Here we are using the SMO (Sequential 

minimum optimization) for SVM (Support vector 

machine). 

 

Decision Tree (DT): The DT is a set of internal nodes 

and leaves. The internal node that can have two or more 

child nodes represents attributes or features of a dataset. 

Moreover, the values indicated by the branches and the 

class represented by the leaf node [26]. A DT is essential 
when a study tries to identify which features in a student 

performance prediction model are significant. From the 

data set, the tree developed, indicating what information 

at the child node is best divided [27].    

 

 

 

 

 

 

4. RESULTS AND DISCUSSION 

To assess the efficacy of this study, we have performed 

some evaluations using the performance evaluators 

mentioned above. In this work, our target is to predict the 

problems that learners will face in a succeeding course 

session. By identifying the problems in advance, we can 

predict the performance of a particular student. The 
dataset used here is collected from undergraduate 

engineering students of the University of Genoa [10]. 

Here, the Spyder IDE is used to extract the feature from 

the raw data collected from the DEEDS simulator. 

 

For this work, initially, we have extracted the no of 

features from the raw data collected from the 

undergraduate students using the e-learning platform. 

The features which we have extracted are the average 

time in the exercise, overall activities in the exercise, 

average mouse clicks in the exercise, average of idle time 
in the exercise, keystrokes' average in the exercise, and 

overall related activities in the exercise. These extracted 

features are used as input variables for training machine 

learning algorithms. Moreover, the grades which students 

got in the sessions were used as output variables or class 

variables. The grades of students are divided into two 

groups, which are used as the output variable. The 

students who get a grade of less than two will have the 

problems in coming sessions and the rest of the grades 

(grades≥2) students. After feature extraction, we 

performed some preprocessing steps because it is 

essential before using the machine learning methods. In 
the feature extraction phase, we are normalizing the 

extracted features to get the same scaled values. 

 

To evaluate the effectiveness of the various extracted 

features from the dataset, here we have performed 

various experiments with the help of classification 

methods (ANN, LR, NBC, SVM, and DT). For the first 

experiment, datasets collected from the various sessions 

were divided into the 80:20 ratio to perform the training 

and testing. We are dividing the datasets into this ratio 

because it gives better results [28]. The training data 
includes a total of three sixty-one records from the first 

four sessions, and the total eighty-five records from the 

last session are used for the testing purpose. 

Subsequently, dividing the data into training and testing 

sets, we have used ANN, LR, NBC, SVM, and DT, to 

train the model with the training data. Now the new data 

is used to test the model. 

 

 In the first experiment, we have experimented five times 

with each algorithm as there are five sessions and found 

the average accuracy, RMSE, Precision, Recall, and F1-
score. As we can see from table III and Fig. 2, we are 

getting better results in terms of accuracy, RMSE, Recall, 

Precision, and F1-score as compared to M. Hussain et al. 

[24]. Here we have used an extra feature, that is, Average 
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Mouse clicks in the exercise as compared to the M. 

Hussain et al. [24]. We can see from table III that SVM 

got the highest accuracy as compared to the ANN, LR, 

NBC, and DT algorithms. 

 
The ROC (Receiver operative characteristic) curve is 

also plotted for the values we found in the experiments. 
Here we have plotted the false positive rate against the 

true positive rate, which we found with different 
algorithms. From Fig. 3, we can draw that the SVM got 
better ROC values as compared to the other algorithms 
that mean better results. 

 

 

 

TABLE III. COMPARISON OF OUTCOMES OF ANN (ARTIFICIAL NEURAL NETWORK), LR (LOGISTIC REGRESSION), NBC (NAIVE BAYES CLASSIFIERS), 
DECISION TREE (DT), AND SVM (SUPPORT VECTOR MACHINE), WITH ALL THE FEATURES 

 
 

 

Figure 2: Accuracy, Root Mean Squared Error (RMSE), Precision, 

Recall and F1 score for ANN (artificial neural network), LR (logistic 

regression), NBC (Naive Bayes classifiers), decision tree (DT), and 

 

SVM (support vector machine) algorithms with all the features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Receiver operator characteristic (ROC) curves for the ANN, 

LR, NBC, and SVM algorithms with all the features 

 

In the second evaluation, we have used feature selection 

methods that reduce the complexity by reducing the 

dimension of data. Here we are selecting the features 

from the total numbers of features used in the first 

experiment of this study. We have selected the features 

using the majority voting techniques with all the 

evaluators. Here we are using the Gain Ratio Attribute 

Evaluator, Chi-squared Attribute Evaluators, and Info 
Gain Attribute Evaluator. Finally, with these three feature 

selection methods, we have taken the best ten features 

from thirty-six features. Now with these selected 

features, the algorithms (ANN, NBC, LR, DT, and SVM) 

Classifier Average Accuracy Average RMSE Average Precision Average Recall Average F1-Score 

M. 

Hussain 

et al.[24] 

Proposed 

Work 

M. 

Hussain 

et al.[24] 

Proposed 

Work 

M. 

Hussain 

et al.[24] 

Proposed 

Work 

M. 

Hussain 

et al.[24] 

Proposed 

Work 

M. 

Hussain 

et al.[24] 

Proposed 

Work 

ANN 75.00 81.26 0.48 0.31 0.80 0.91 0.91 0.81 0.85 0.83 

LR 73.00 81.60 0.50 0.32 0.79 0.89 0.90 0.81 0.84 0.83 

NBC 75.00 72.43 0.49 0.41 0.82 0.91 0.90 0.72 0.85 0.72 

SVM 75.00 89.11 0.48 0.24 0.80 0.88 0.91 0.88 0.85 0.88 

DT 69.00 88.37 0.54 0.28 0.79 0.89 0.83 0.88 0.81 0.88 
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are trained using the data selected for training and tested 

with the data used for testing. Here we have applied the 

five-fold cross-validation technique. We found the best 

results for the decision tree as compared to the other 

classifiers. We can see the results from table IV and Fig. 

4.  

 
TABLE IV. COMPARISON OF OUTCOMES OF ANN (ARTIFICIAL NEURAL 

NETWORK), LR (LOGISTIC REGRESSION), NBC (NAIVE BAYES 

CLASSIFIERS), DECISION TREE (DT), AND SVM (SUPPORT VECTOR 

MACHINE) WITH THE SELECTED FEATURES 

 

Classifie

r 
Accuracy RMSE Precision Recall 

F1-

Score 

ANN 92.76 0.24 0.92 0.92 0.92 

LR 92.53 0.23 0.92 0.92 0.92 

NBC 87.10 0.32 0.92 0.87 0.88 

SVM 92.53 0.27 0.92 0.92 0.90 

DT 93.43 0.24 0.93 0.93 0.93 

 
 

 

Figure 4: Accuracy, Root Mean Squared Error (RMSE), Precision, 

Recall and F1 score for ANN (artificial neural network), LR (logistic 

regression), NBC (Naive Bayes classifiers), decision tree (DT), and 

SVM (support vector machine) algorithms with the selected features 

 

In the third experiment, we are replacing the overall idle 

time with the average mouse clicks in the exercise. We 

are replacing this feature to keep the equal no of features 

as in M. Hussain et al. [24]. The achieved outcomes are 

in table V and plotted in Fig. 5. In the last experiment, we 

have used basic deep learning concepts and found 

improvement as compared to the previous experiments. 

Here we got the 94.38 percent accuracy for 200 epochs, 

which we see from table VI and Fig. 6. 
 

TABLE V. RESULTS AFTER REPLACING A FEATURE (AVERAGE IDLE TIME) 

WITH THE OTHER FEATURE (AVERAGE MOUSE CLICKS) 
Classi 

fier 

Accuracy RMSE Precision Recall F1-

Score 

ANN 92.24 0.21 0.93 0.92 0.92 

LR 77.46 0.34 0.92 0.77 0.81 

NBC 82.53 0.34 0.92 0.82 0.83 

SVM 94.82 0.13 0.94 0.94 0.94 

DT 92.65 0.18 0.93 0.92 0.93 

 

 

 

Figure 5:  visualization of results after replacing a feature (average idle 

time) with the other feature (average mouse clicks) 

 

TABLE VI. RESULTS WITH THE DEEP LEARNING TECHNIQUE 

Deep Learning 

(With four 

hidden layer, 

RMSprop 

Optimizer, and 

100 nodes in each 

hidden layers) 

Accuracy Precision Recall F1-Score 

No of epoch=100 91.01 0.92 0.97 0.96 

No of epoch=200 94.38 0.95 0.98 0.96 

No of epoch=300 88.76 0.94 0.92 0.93 

No of epoch=400 89.88 0.92 0.96 0.94 

No of epoch=500 93.25 0.95 0.97 0.96 

No of 

epoch=1000 
92.13 0.95 0.96 0.95 

0 0.2 0.4 0.6 0.8 1

Accuracy
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Precision

recall

F1- Score

Comparative Outcomes 
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Figure 6: visualization of results with no of epochs 

 

5. CONCLUSION 

In this work, we have conducted some experiments to 

predict the students' problems that may lead to poor 

performance, in advance to take corrective action.  

 

Initially, we have extracted the features from the DEEDS 

logged data. After the extraction of features from raw 
data, we have taken the data from the previous course 

sessions data to train the classifiers (ANN, NBC, LR, 

DT, and SVM) and tested the algorithms on the new 

course session data.  

 

In this study, we have performed the first experiment by 

dividing the datasets into an 80:20 ratio and took the 

average of all the results for every classifier. For this 

experiment, to predict the performance, SVM attained the 

highest accuracy, which is 89.11%, as compared to the 

other algorithms. This is illustrated by the ROC curve 

also. In the next experiment, we have used three attribute 
selection methods to select the attributes or features from 

all the extracted features and selected ten features using a 

democratic way. For this experiment, the Decision Tree 

achieved the highest accuracy as compared to the other 

classifiers for the five-fold cross-validation method.  

 

Additionally, we have replaced a new extracted feature 

(Average mouse clicks) with existed average idle time 

features and achieved 94.82% accuracy for SVM. In the 

last experiment, we have used the deep learning concept 

and achieved better results as compared to the first 
experiment of this study that includes all the extracted 

features. We can use these types of findings in digital 

learning as well as in academics to overcome the 

problems of failure of the students. In the future, we can 

use the ensemble algorithms to improve the performance 

of the proposed work as ensemble methods take the 

decision by considering more than one view at a time. 
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