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Abstract: Static Random-Access Memory (SRAM) has become phenomenally crucial to a board spectrum of VLSI designs and 

applications, ranging from high-performance CPUs to low-power mobile hand-held devices. As technology scaling helps to drive 

density and performance, it also poses some technical challenges in designing. This paper presents the pre-layout design for a 32kbit 

6T synchronous single-port SRAM using 4-bit column multiplexer method and 28nm technology. Several sessions of this paper list 

out some methods such as self-control the timing constraints of the design, optimize shape and size to reduce difference in delay 

paths, thus improve performance. 
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1. INTRODUCTION  

In integrated circuit design flow, pre-layout 

verification takes place as a step to generate a gate-level 

netlist, using standard cell library to consider design 

constraints such as timing, area, function and 

power. However, as this is pre-layout level, we assume 

that all connection wires are ideal, which means that we 

can neglected the unwanted impacts of parasitic factors 

that harm the chip performance and power in reality. [1] 

 

The single-port SRAM that we are working on has 

the size of 1024 wordlines, each word contains 32 bits of 

data. The type of SRAM is 6T, which means that each 

bitcell contains 6 transistors, including two access 

NMOSs and two cross-coupled inverters. Besides, 28nm 

technology is applied since it is conventional enough to 

feature high performance, low power and supports a wide 

range of applications that slightly catches up with market 

trend. The support tools for designing and simulation are 

Synopsys, HSPICE, Cadence and Custom Sim. 

 

This paper proposed 3 methods that we applied to 

achieve the results: folding (column multiplexer – 

Mux4), pre-decoding and tracking technique. The 

remaining part is organized as follow. Section 2 describes 

3 proposed methods, Section 3 explains methods to 

measure some important parameters, while section 4 

illustrates how our SRAM functions based on waveform 

analysis and comparative table of parameters. 

 

2. PROPOSED METHOD 

The design of SYCHRONOUS SINGLE-PORT 

SRAM 1024x32mux4 is a combination of 4 main blocks 

including Memory, I/O, RWROW and RWCTL. Memory 

is supposed to be a shortage of data. Before input data 

comes to memory array, they must be latched at I/O 

block to keep them stable during operation. RWCTL 

Figure 1. The top structure of the SRAM design. 

http://dx.doi.org/10.12785/ijcds/100110 
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block is responsible for generating internal signals  CP 

(clock pulse) as well as pre-decoding task, while 

RWROW is a set of 256 wordlines. [2] 

 

A. Folding – Divide into halves: 

As the configuration defines, the circuit should be 

designed to have 1024 wordlines, each word contains 32 

bits of data. The fact that this unbalanced rectangular 

strucutre has a large gap between horizontal and vertical 

views leads to the proposal of “Folding” method. 

Specifically, memory array is folded by a factor of 4 to 

optimize the size ratio to 256 wordlines – 128 bitcells per 

word. However, a little gap still remains, that is why the 

array is kept on dividing into halves. [3] 

Obviously, third structure has identified the 

travelling distance of data and wordline, as well as 

reduces the recovery time of wordline. In the previous 

design, data must go horizontally through 256 rows in the 

worst case, for reaching sense amplifier. Meanwhile, 

update design allows circuit to reduce the former distance 

by half. This change helps to reduce a duration of one 

cycle time, thus greatly improves access time, 

propagation delay and higher frequency. Besides, 

modifying from unbalanced rectangle to nearly square, 

which is supposed as a common shape of SRAM, will be 

more appropriate for the task of integration on real 

chip.[7]   

B. Pre – decoding 

Because of re-arrangement, the extraction of 10 bits 

address is not only for wordlines as standard designs but 

also for column selection (COLSEL). In detail, it would 

take the first two bits (ADR<1:0>) for COLSEL and the 

rest 8 bits (ADR<9:2>) to decode wordlines. Below are 

our proposed algorithm to select 1 among 256 wordlines. 

This method is called “Pre-decoding”, in which we used 

4 simple decoders to process 8 bits ADR. [2] 

 

Since we separated the memory and decoder into 2 

parts, a logical approach is first using 1 ADR bit to 

justify which half to be accessed. Afterward, a chosen 

part of 128 wordlines is extracted into 4 parts that have 

size of 32, at this point, 2 bits are decoded for selection. 

This rule of division is also applied for the following 

level. At the lowest level, 3 bits are assigned to pick up 

one among 8 parts. Initially, without pre-decoding, there 

would be 256 connection wires coming from RWCTL to 

RWROW block, but after adding, the figure is reduced 

phenomenally to 22 lines. Hence, the fundamental 

purpose of pre-decoding method is to minimize the total 

number of metal layers, thus brings benefits to physical 

design stage. [6]. 

C. Tracking: 

Nanoscale SRAM design must ensure robust 

operations against process variation, temperature 

degradation and difference in supply voltage over the 

usage lifetime [9], [10]. This fact rises the need for a 

well-track timing control circuit in order to ensure a 

compatible timing to activate/deactivate the synchronous 

clock. 

 

By optimizing corresponding operation duration over 

difference conditions, it will improve the access time, 

reduce leakage power due to redundant interval and avoid 

unwanted incorrect function.  

 

The idea starts from generating an Internal Clock 

Pulse (CP) from External Synchronous Clock (CLK) and 

use “Tracking” method to measure suitable pulse-width 

of CP.  To solve this method, we have to answer one by 

one all its surrounding concerns: how to access SRAM? 

which signals are decisive in Read/Write operation? 

when can we turn off CP? 

SRAM design composes of logic control circuits and 

bitcells. Logic control circuits include Decoder 

Figure 2. Folding and divide into halve. 

Figure 3. The algorithm of pre-decoding. 

Figure 4. The signal flow of tracking 
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(RWROW), Input/Output control (IO) and Read/Write 

timing control (RWCTL) blocks. CP is generated from  

RWCTL and is sent out to drive the function of SRAM 

by two access ways: IO path and RWROW path. [7]  

 

In Write operation, the turn-on duration of Wordline 

plays a key role. Wordline’s high pulse-width must not 

only adapt with the worst case of CP’s travelling distance 

to turn on the furthest Wordlines from RWCTL (in this 

case is Word 0 and Word 255) but also must be wide 

enough to cover the required duration for a bitline to 

travel from furthest bitcell to column multiplexer. To 

trace the motion of real wordline and real bitline, we will 

need the support from replica circuits: REFROW and 

REFCOL that emulate real structure of a row and a 

column in Memory Block (but do not affect SRAM real 

operation). These blocks create paths for referenced 

signals (REF_WL, REF_WLFB and REF_BL) to travel 

simultaneously with real signals. 

 
In Read operation, however, the time to 

activate/deactivate Sense Amplifier Enable signal (SAE) 
is greatly important. This is where we need support from a 
signal called CP_RDONE, generated when data from 
bitcell has just reached Sense Amplifer. CP_RDONE’s 
high level will help to stop pre-charging bitlines and turn 
on SAE by its falling edge. When data is sensed to full 
rail-to-rail, self-tracking circuit will generate a signal to 
turn off Sense Amplifier. 

CP is turned off when self-tracking circuit ensures that all 

latches inside IO block have been activated and a 

duration turning on Wordline has just finished. Two 

feedback signals: Clock Pulse Feedback (CPFB) and 

Read Done (RDONE) from two access paths will then be 

sent back to RWCTL to pull down CP. 

3. EVALUATION METHODS 

A. Power Consumption: 

Power dissipation has dominant effect on reflecting 

the quality of SRAM compared to the other parameters. 

The total power consumption is distributed by two 

primary components: dynamic power and static power. 

This paper mainly points to the former which happens 

during the circuit switching. 

PDynamic = PShort circuit + PSwitching 
 

Dynamic current, which is defined as the flow of 

electric charges through a conductor or the connecting 

wires forming the electric current, is a key factor to 

approach the value of switching power. On simulation 

test, the value of ID is calculated by taking an integration 

of current at the voltage source VDD node during an 

interval at which the status of circuit is flipped. Then, the 

figure for PDynamic will be released following the formula 

below: 

Formula:          
           PDynamic = f.VDD. ∫ 𝑰𝑫(𝒕)𝒅𝒕

𝒕𝟐

𝒕𝟏
 

 

Where,  VDD: applied voltage, 

           ID: current measured at 𝑉𝐷𝐷 node, 

           f: operating frequency, 

           t1, t2: the duration time during the SRAM 

switching. [5] 

B. Leakage Current: 

When it leans toward the adaptation of scaling down 

speed, a noticeable problem of leakage current is 

interested by designers. Normally, the circuit operates on 

three modes including active, sleep and standby. The 

leakage current - an electric current in an unwanted 

conductive path under normal operating conditions, is 

dominated in standby mode at when SRAM is jumping 

into idle status.  To get the value of ILEAK, the immolation 

of standby mode must be set up in testbench by forcing 

the circuit to deactivate after finishing read and write 

cycles. Leakage current is measured at the point when its 

value becomes stable. 

 

Switching 

t1 t2 

Figure 5. The waveform of ID during circuit switching 

Measure leakage 

current at the 

end of set-up 

transient. 

Figure 6. The waveform of measuring ILeakage 
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C. Cycle Time: 

Cycle time refers to the minimum period between 

two successive requests. This paper proposed three 

methods to measure cycle time, final result is the 

maximum value among three methods. 

 

a) Method 1: Based on Access time 

Access time refers to how quickly the memory can 

respond to a read or write request. Read access time is 

measured in a Read cycle, from when CLK turns on half 

way to half-way rising of data at output. In the other 

hand, Write access time is measured from Clk is turned 

on to when new data is overwritten inside bitcells.  

b) Method 2: Based on Setup time & Hold time  

Notice that a cycle time consists of hold time of current 

request and setup time of next request. The interval 

between these two must satisfy both the minimum range 

for an operation to happen and the minimum range that 

input data can change without affecting the function of 

current operation. This interval is proved to be equal to 

high pulse width of CP. 

 

 
Figure 8. The waveform of calculating cycle time basing on setup and 

hold time 

 

 

We obtain the equation to calculate cycle time as follows:  

 

Cycle time = Setup time + Hold time + Pulse width 

high of  

Setup/Hold time is a timing constraint between input 

signals and external clock. Each input when coming 

inside circuit will be driven by external clock, through 

first latch to multiple kinds of combinational logic until it 

becomes independent of clock itself or clock’s inheritors. 

This divides data-clock journey into different paths. Each 

path will present different setup time and hold time. 

 

Our proposed method to measure setup/hold time is:   

 Measure all timing constraints at all path that output 

is a combination of data and clock.  

 Take the maximum value of Setup time & Hold time 

of each data.  

 Take the maximum value of the sum Setup time + 

Hold time among all data. 

 

 Setup time: 

 Definition: Setup time is an interval before 

clock rises that data must be stable. 

 Equation:  

Setup time = Max data delay – Min CLK delay 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The waveform of measuring read access time. 

Figure 9. Delay paths for data-CLK. 

Figure 10. The waveform of Setup time 

Figure 11. The waveform of Hold time 



 

 

Int. J. Com. Dig. Sys. 10, No.1, 103-109  (Jan-2021)                             107 

 

 
http://journals.uob.edu.bh 

 

Figure 12. The waveform of write operation. 

Figure 14. The chart of process variation 

Hold time 

 Definition: Hold time is an interval after 

clock rises that data has to remain stable. 

 Equation:  

Hold time = Max CLK delay – Min data delay 

4. ANALYSIS 

A. Write operation: 

To write data into a memory cell, the cell must be 

selected using its row and column coordinates, the data to 

be stored must be applied at the data input pins, and the 

information must be stored in the selected memory cell. 

In terms of timing, the following steps must occur: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 Before the clock transition (low to high) that initiates 

the write operation, the row and column addresses 

must be applied to the address input pins, the chip 

must be selected, the Write Enable must be high, 

data to be written must be applied to the data input 

pins, and Byte Write Enable (BWE) must be low as 

well.  

 On the rising edge of CLK, CP is pulled up and help  

to activate one of 256 wordlines thanks to the 

decoding part. At the meantime, data is driven into 

Global Write Bitline (GWBL) and Global Write 

Bitline Bar (GWBLX) and travel to Column Mux to 

select 32 columns based on one of 4 bits column 

selection.  

 Tracking circuit generates referenced signals, 

creating CP_RDONE to pull down BLPC. When 

Pre-charge is off, data is overwritten into bitcell. 

After that, when CP turns off, a Write Cycle finishes. 

B. Read operation:  

To read data from a memory cell, all external input values 
must also been applied to the Logic Control Circuit, 
similar to Write Operation. In terms of timing, the 
following steps must occur:  

Figure 13. The waveform of read operation. 

 

 On the rising edge of CLK, CP is turned on, one 
Wordline is activated.  

 When Wordline turns on, data from bitcells is 
overwritten to its corresponding bitlines and 
travel to Column Multiplexer to select only 32 
among 128 bits of data to come to Sense 
Amplifier. 

 Tracking circuit helps to turn off pre-charging 
and activate Sense Amplifier. When data is all 
sent to full rail-to-rail, self-tracking inside Sense 
Amplifier will deactivate itself. After that, CP 
turns off, a Read Cycle finishes. 

C. Results of parameters simulation over PVT 

variations:  

The term “PVT variation” refers to the fluctuation of 

Process, Voltage and Temperature in real fabrication. 

Simulation of circuit’s parameters over PVT is carried 

out in order to survey how the variation has effects 

performance, stability and power of SRAM. [4] 

a) Process: 

 

When design corners vary, ranging from SS, TT and FF, 
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Figure 16. The chart of temperature variation 

it will positively increase the mobility of electrons. As a 

result, the process of charging and discharging capacitors 

happens faster, which somehow leads to the decrease in 

access time. However, figures of dynamic power and 

leakage current climb up. 

b) Voltage: 

Let assume that noise voltage source is around 10%. 

Therefore, with the ideal voltage 0.9V, the simulation 

will be ran at three level of VDD (0.81V, 0.9V and 

0.99V). 

 

 

It is undoubted that higher supply voltage will be 

followed up by a growth of current. That is why the chart 

shows both PD and ILEAK increasing trend. Besides, 

access time decreases steadily. 

c) Temperature: 

 

 
 

 

Recall to a theory that the movement of electrons  

significantly unpredictably fluctuates in higher 
temperature condition. We cannot exclude the case when 
electrons collide and prevent charges from moving toward 
a certain dimension. In this case, the value of current 
would drop. However, if the fluctuation makes electrons 
go faster with less collision, it now leads to the rise of 
current value. As can be seen from the waveform, the 
result is suitable with the second assumption in which the 
figures of dynamic power and leakage current go up. 

D. Tables of comparisons 

TABLE I.   

 Reference [7] This work 

Cell/Technology 6T/28nm  6T/28nm 

Capacity 256kbs 32kbs 

Total Power 3.43mW 6.6mW 

Maximum 

Frequency 
735MHz  1.92 GHz 

 

Above table compares our design with reference 

work in terms of power consumption and maximum 

frequency. Note that the reference design has a 8-time 

larger capacity. 

 

All test chip simulation results are measured under 

typical corner, at 25 Celsius and 0.9V supply voltage. It 

is clear that our maximum frequency is better than the 

standard design, thanks to the self-tracking system that 

helps to reduce redundant amount of time for an actual 

operation. However, in terms of power, there is a trade-

off since we receive help from multiple additional blocks 

that help to improve the performance but increase the 

load at the same time. 

5. CONCLUSION 

It is obvious that the integrated circuit (IC) field has 

witnessed some significant issues in terms of process 

design kits or topologies.  However, they are all 

overcome based on the conventional structure of 6 

transistors SRAM. That is why we choose 6T topology to 

research on the improvement of memory performance.   

 

In this paper, we propose three new methods 

including folding, pre-decoding and tracking with the aim 

to optimize design’s parameters. The folding method is 

assigned to enhance parameters related to the timing 

especially at higher frequency. Apart from dealing with 

the problem of extraction from 8 bits to 256 bits, the 

function of pre-decoding also helps to reduce the number 

of wires that tie RWCTL and RWROW together. The 

tracking technique, which plays the most important role 
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compared to the others, is used to control actual timing of 

circuit. Self-tracking technique enables the circuit to 

work on different frequency instead of being fixed at a 

certain value. The circuit only operates either read or 

write in one clock cycle. Therefore, when it comes to 

performance, the single port works less efficiently 

compared to its more common realtive - pseudo dual 

port. 
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