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Abstract: Speech emotion recognition is a very interesting area. It has board applications in man-machine interaction. In this work, 

the influence of speech features on the recognition of anger and neutral emotions in different languages is studied. And on the other 

hand, the influence of anger and neutral emotions for classifying male and female gender in different languages is also studied. Four 

databases in different languages are used to achieve our purpose. These databases are Algerian Dialect Emotional Database (ADED), 

Berlin Database of Emotional Speech (EMO-DB), Sharif Emotional Speech Database (ShEMO) and Crowd-sourced Emotional 

Multimodal Actors Dataset (CREAMA-D). The databases are exploited for extracting the features that used in the recognition and 

classification systems. The features extracted are the pitch, intensity, formants and MFCCs (Mel Frequency Cepstral Coefficients) 

parameters. The results obtained show us that the use a combination of features improve the performance of recognition in all the 

databases. It was showed also in the results that the classification of gender classes is influenced by the type of emotion and the 

language of databases. 
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1. INTRODUCTION 

Emotion has an important role in human 

communication. The human-machine interface becomes 

more significant if the machines can recognize the 

emotions. Recognition of emotion can be done in 

different ways: facial expressions, brain signals, speech, 

etc. Speech emotion recognition (SER) has wide 

applications. SER has board applications in man-machine 

interaction such as intelligent tutoring system, lie 

detection, telephone banking, in call center, robots, 

sorting of voice mail and computer games [1]. SER has 

been exploited in the medical field [2-3].  In the field of 

psychology, SER had many applications for example: 

detection of moods [4], discriminating depressed speech 

[5] and analyzing human behavior [6]. 

SER system has been defined as the processes that 

classify speech to detect emotions [7]. For each system of 

SER, there are different emotional databases have been 

created. From these databases, many speech features 

have been extracted. These features have been exploited 

to recognize and classify the specific emotions. 

Numerous databases have been used in the system of 

SER. Among the most used databases are the Berlin 

database (Emo-DB) [8], the Danish (DES) database [9], 

the database of Polish emotional speech [10] and SAVEE 

database [11]. Extraction of the speech features is an 

important step in SER systems. Very large number of 

works has been concentrated on the prosodic features 

such as pitch, intensity and duration and the early studies 

in this field have been focused on these features [12-14]. 

Spectral features have been widely used for recognition 

of emotions in speech, and the most exploited spectral 

parameters are the MFCCs [15-16]. In many researches, 

voice quality features such as HNR, jitter, shimmer have 

been used in SER systems [17-19]. Combination of 

different features has been used to improve the 

performance of SER [20-21]. Several classifiers have 

been applied for SER such as Support Vector Machines 

(SVM) [22], K-nearest Neighbors (KNN) [22-24], 

Gaussian Mixture Models (GMMs) [25], and Deep 

Neural Network (DNN) [24]. 

In this paper, the influence of speech features on the 

recognition of anger and neutral emotions in different 

languages is studied. On the other hand, the influence of 

anger and neutral emotions for classifying the gender is 

also studied. So the contribution of this work is to 

compare the recognition of emotions and the 

classification of the gender in the Algerian dialect with 

other languages. But we based only on anger and neutral 

http://dx.doi.org/10.12785/ijcds/100154 
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states. Anger has semantic, conceptual, and empirical 

links to psychopathology [26].  Anger occurs in response 

to perceived threats or injustices when there is someone 

or something to blame [27]. To achieve the purpose of 

our work, four databases in different languages are used: 

Algerian Dialect Emotional Database (ADED), Berlin 

Database of Emotional Speech (EMO-DB), Sharif 

Emotional Speech Database (ShEMO) and Crowd-

sourced Emotional Multimodal Actors Dataset 

(CREAMA-D). Classical speech features including 

prosodic features (pitch and intensity), formants and 

MFCCs parameters are used in the systems of recognition 

and classification in this work. The systems are based on 

SVM as classification technique. 

      This document is structured as follows. Some of 

related works are discussed in the second section. Our 

methodology is explained in the third section, emotional 

speech databases, speech features and classifier used in 

this work are described in this section. Results of 

experiment are discussed in the fourth section. We finish 

by conclusion. 

2. RELATED WORKS 

In the SER systems, there are different types of 

emotional speech databases have been built and 

developed. Many speech features have been extracted 

and evaluated to improve the performance of recognition. 

And several classifiers have been used to classify the 

emotions [28]. In this section some databases, features 

and classifiers used in SER are discussed in brief. 

Collection of databases is important for the SER 

systems. So to assess the performance of SER systems, it 

is essential to build an appropriate database. There are 

famous databases in the SER field such as EMO-DB 

contains around 535 utterances spoken in seven 

emotional states [8]. Danish (DES) database contains five 

emotions: neutral, angry, happy, sad and surprise [9]. The 

database of Polish emotional speech composed of 288 

speech segments in six emotions [10]. Surrey audio-

visual expressed emotion (SAVEE) database composed 

of speech utterances in seven emotions recorded in native 

English [11]. There are many other databases in different 

languages for example: ShEMO database in Persian 

language [29], CREAMA-D in English language [30], 

CEMO in French language [31], IITKGP-SEHSC in 

Indian language [32], emotional speech database in 

Slovene and English languages [33], Turkish emotional 

speech database (TURES) in Turkish language, speech 

database (Keio-ESD) in Japanese language, Italian 

emotional speech database (EMOVO) in Italian language 

[7] and emotional speech database in Malayalam 

language [34]. There are a several emotional speech 

databases in Arabic speech. Egyptian Arabic speech 

emotion (EYASE) includes 579 utterances expressed in 

four basic emotions: Anger, happiness, neutral and 

sadness [35]. Emirati speech database (ESD) was 

constructed by local Emirati speakers [36]. Tunisian 

emotional database was built by professional Tunisian 

actors. This database contains five types of emotions 

including happy, anger, sadness, fear and neutral [37]. 

Moroccan emotional database (MEDB) was created from 

broadcasts on the YouTube channel [38]. To recognize 

sentiment in natural Arabic speech, database contains 

utterances recorded in three emotions: happiness, angry 

and surprise is constructed [39]. 

In literature, several features extracted from speech 

have been exploited to develop and to improve the 

performance of systems of SER. The first studies focused 

on the prosodic features. These features have been 

divided in three types: pitch, duration and intensity [12-

14]. The statistical values of prosodic parameters have 

been used to discriminate the emotions from speech [40]. 

Energy and duration are useful features in SER field [41]. 

Spectral features have been strongly investigated in the 

SER systems. The Linear Prediction (LP) and MFCCs 

parameters have been used to classify speech emotions 

[42], [43]. The MFCC and DWT (Discrete Wavelet 

Transform) algorithms have been exploited for extracting 

features in the classification system of different emotions 

[44]. Voice quality parameters have been widely used in 

many systems of emotion recognition [17-19]. HNR, 

jitter and shimmer with other spectral parameters have 

been applied in SER [17]. Different emotions have been 

recognized using jitter, shimmer, or their combination by 

using multiple classifiers [45]. Combinations of different 

features have been used in the SER systems to improve 

the performance of recognition. Fundamental frequency 

(F0), log of energy, formants, energy in Mel and MFCCs 

parameters are exploited to classify speech emotions 

[46]. Different combinations of features such as: pitch, 

intensity, formants, MFCCs, wavelet and long-term 

average spectrum have been used to classify four 

emotions: anger, happiness, neutral and sadness [35]. The 

first three formants and pitch features have been 

investigated to improve the performance in SER system 

[47]. Many features such as MFCC, spectral centroid, 

spectral skewness, and spectral pitch chromas have been 

used [48]. Combinations of different types of features: 

pitch, intensity, jitter, formants and MFCCs parameters 

have been investigated to analyze the performance on 

different databases in recognition of speech emotions 

[49]. To recognize speech emotions, MFCCs, short time 

energy and pitch features are exploited for recognizing 

speech emotions in Malayalam language [34]. 

Classifiers are an essential and important part in the 

recognition and classification systems. There are 

numerous classifiers which have been used for the task of 

SER. Among the most classifiers used in the previous 

researches were HMM, SVM, ANN, GMM and KNN. 

Studies in [50-51] indicate that previous works have 
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exploited the HMM as classifier in the SER systems. To 

classify speech emotions, Emo-DB database and SVM 

classifier have been used to assess the performance of 

classification [52]. Four emotional states: neutral, happy, 

sad and anger have been recognized by using ANN 

classifier [53]. GMM classifier has given a good 

performance for classifying emotions in speech [48], 

[54]. GMM achieved 92% accuracy when used to 

recognize emotions in speech [55]. KNN classifier has 

been widely applied in SER systems [56-57]. KNN is 

simple classifier to differentiate the emotion of anxiety 

from other emotions [56]. In previous works, several 

classifiers designed as hybrid classifiers, multiple 

classifiers or ensemble classifiers. A hybrid classifier 

(GMM-DNN) constructed from two classifiers which 

were the GMM and DNN has been exploited in SER 

system [36]. For gender driven speech emotion 

recognition, Hybrid classifier composed of HMM and 

SVM classifiers have been proposed to improve the 

performance [58]. Different classification techniques 

have been compared to develop the systems of SER.  To 

classify emotions in speech, different classifiers have 

been compared. These classifiers are KNN, SVM, linear 

discriminant analysis (LDA) and Regularized 

Discriminate Analysis (RDA). Results obtained indicated 

that the best performance has been given by RDA [57]. 

The performances of ANN and SVM classifiers have 

been compared. Results indicated that the ANN classifier 

gave high performance around to 88.4% and 78.2 % for 

the SVM classifier [34]. Several classifiers: GMM, ANN, 

K-means clustering and VQ (vector quantization) have 

been compared to recognize emotions. From results, it 

has been concluded that the performance of classifier 

depends on the type of database [49]. A hybrid classifier 

(GMM-DNN) in [36] gave better performance when 

compared with SVM and MLP (multilayer perception) 

classifiers [37]. The performance of KNN classifier has 

been compared with SVM classifier. The SVM classifier 

performed better than KNN for classifying speech 

emotion from EYASE database [35]. Different 

classification technique including KNN, SVM, MLP, 

Random Forest Classifier (RFC) and Convolutional 

Neural Networks (CNN) have been investigated in SER 

by using  EMO-DB and Ravdess databases [59]. 

3. METHODOLOGY 

Our work is divided into two parts. The aim of the 

first part is to study the influence of different features on 

the recognition of anger and neutral emotions in four 

databases with different languages. The scheme that 

describes the first part is illustrated in Fig.1. To achieve 

the aim of the first part, four databases in different 

languages: ADED, EMO-DB, ShEMO and CREAMA-D 

are exploited in the system of recognition. Only the audio 

files of anger and neutral states of the database are used 

in this work. Different speech features including prosodic 

features (pitch and intensity), formants and MFCCs 

parameters are extracted from the audio files. After 

features extraction there is the classification step. In this 

step different feature sets are formed to identify the 

feature sets that give the higher performance of 

recognition in each database. SVM technique is used as 

classifier in the system of recognition. The response in 

the form of recognition of anger and neutral emotions is 

obtained and studied for their recognition rate. The 

influence of anger and neutral emotions for identifying 

the gender classes in the four databases is studied in the 

second part. Fig.2 illustrates the scheme that describes 

the second part. To achieve the purpose of this part, the 

same databases, speech features and classifier of first part 

are used. But in this part the system classifies the gender 

classes (male and female) under anger and neutral states 

in each database. The response in the form of 

classification of gender is obtained and studied for their 

accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Scheme of the first part 

 

A. Emotional speech databases 

Algerian Dialect Emotional Database (ADED) is 

constructed from six famous movies in Algerian dialect. 

Algerian dialect (AD) is a mixture between the standard 

Arabic and the native dialect. AD was impacted by 

French, Spanish, Berber and Turkish languages, and this 

influence was caused by the long period of colonization 

[60]. The ADED database contains four emotions: fear, 

anger, sadness and neutral. This database composed of 

200 speech segments of duration ranging from 0.2 s to 3 s 

and these segments are collected at sampling frequency 

of 44.1 kHz. The speech segments included in this 

database are expressed by 32 actors (16 males and 16 

females) from different ages between 18 and 60 years. 

The numbers of segments of each emotion are illustrated 

in Table I. 

ADED EMO-DB ShEMO CREAMA-D 

Features Extraction 

Classification 

Emotions 

SVM 

Anger Neutral 
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Figure 2. Scheme of the second part 

 
TABLE.I NUMBER OF SEGMENTS OF EACH EMOTION IN 

ADED DATABASE 

Emotions Segments  number   

Fear 52 

Neutral 48 

Anger 52 

Sadness 48 

Total 200 

 

Berlin database of emotional speech (EMO-DB) is a 

German database on emotional speech registered by the 

Technical University of Berlin [8]. The EMO-DB 

database included seven types of emotion: happiness, 

boredom, fear, disgust, anger, sadness, and neutral. In 

this database, there are 535 audio files were recorded by 

5 males and 5 females aged 21 to 35 years. The numbers 

of audio files of each emotion are shown in Table II. 

 
TABLE.II NUMBER OF AUDIO FILES OF EACH EMOTION IN 

EMO-DB DATABASE 

 
Emotions Audio files number   

Fear 69 

Neutral 79 

Anger 127 

Sadness 62 

Happiness 71 

Disgust 46 

Boredom 81 

Total 535 

 

Sharif Emotional Speech Database (ShEMO) is a 

database for Persian language. This database comprises 

3000 utterances expressed by 87 native Persian (31 

females, 56 males). ShEMO database classified into five 

basic emotions: surprise, happiness, sadness, fear, anger 

and the neutral state [29]. The numbers of utterances of 

each emotion are illustrated in Table III. 

 
TABLE.III NUMBER OF UTTERANCES OF EACH EMOTION IN 

SHEMO DATABASE 

 
Emotions Utterances number   

Fear 38 

Neutral 1028 

Anger 1059 

Surprise 225 

Happiness 201 

Sadness 449 

Total 3000 

 

Crowd-sourced Emotional Multimodal Actors 

Dataset (CREMA-D) composed of facial and vocal 

emotional expressions in English language [30]. This 

database composed of 7442 audio files expressed in six 

basic emotions including happiness, sadness, fear, 

disgust, anger and neutral. The audio files in CREMA-D 

database were recorded by 91 actors (48 male and 43 

female) aged 20 to 74 years. The numbers of audio files 

of each emotion are shown in Table IV. 

 
TABLE.IV NUMBER OF AUDIO FILES OF EACH EMOTION IN 

CREMA-D DATABASE 

 
Emotions Audio files number   

Fear 1271 

Neutral 1087 

Anger 1271 

Sadness 1271 

Happiness 1271 

Disgust 1271 

Total 7442 

 

B. Features extraction 

      Extraction of parameters is an important step in the 

SER systems. The features extracted in this work are the 

statistical parameters of prosodic features (pitch and 

intensity), formants and MFCCs parameters. Table V 

illustrates the features extracted in this work. The 

statistics values of prosodic features and formants are 

extracted by PRAAT software [61]. The MFCCs 

parameters are extracted by MATLAB software. 

Prosodic features are acoustic parameters calculated from 

the speech segments. These features include pitch, 

intensity and duration. The pitch defined as the glottal 

waveform, it is produced from the vibration of the vocal 

folds [62]. Intensity generally models the loudness of a 

sound as perceived by the human ear [63]. Pitch and 

intensity are strongly correlated with the emotional states 

[64]. The statistical parameters of the pitch and intensity 

are used in this work. These parameters are: mean 

maximum, minimum and standard deviation of pitch, 

mean, maximum and minimum of intensity. 

ADED EMO-DB ShEMO CREAMA-D 

Anger audio files Neutral audio files 

 

Features Extraction 

Classification 

SVM 

Gender Classes 

Male Female 
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TABLE.V FEATURES EXTRACTED IN THIS WORK 

 

Features extracted 

Prosodic features Mean of pitch 

Maximum of pitch 

Minimum of pitch 

Standard deviation of pitch 

Mean of intensity 

Maximum of intensity 

Minimum of intensity 

Formants Formant1 

Formant2 

Formant3 

Formant4 

MFCCs 13 MFCCs 

 

Formants are one of vocal tract features. They 

correspond to the resonance frequencies of system of the 

human vocal tract [65]. The vocal tract resonances can be 

changed by modifying the position of the tongue or the 

jaw [66]. The positioning of the formants is influenced by 

the type of emotion [67]. The first four formants, 

formant1, formant2, formant3 and formant4 are used in 

this work as shown in Table V. 

MFCCs belong to the family of the cepstral 

descriptors. MFCCs are the parameters that exploit the 

different perception of the human ear of frequency 

signals. This is due to their ability to imitate human 

auditory perception mechanism [68]. The MFCC 

computation consists the following Bloks: Pre-

emphasize, Hamming window, FFT, Triangular band-

pass filter, Logarithm and discrete cosine transformation 

(DCT) [69]. The sampling frequency used was 8 kHz. In 

this work 13 MFCCs are used in the systems of 

recognition and classification as presented in Table V. 

C. Support Vector Machine 

Support vector machine (SVM) is a linear classifier. 

It is a supervised learning process of two steps training 

and testing [70]. SVM are constructed by mapping the 

training patterns into space of a higher dimensional 

feature, the points separated by using a hyper-plane [71]. 

SVM achieved higher performance en compared with 

other classifiers in many works. Some of these works are 

presented in Table VI. 

The performance given by SVM classifier has been 

higher compared to KNN classifier in Egyptian Arabic 

speech emotion classification [35]. To classify four 

emotions, SVM performed better compared to KNN (K-

nearest neighbor) and NN (Neural Network) classifiers 

[72]. Several classifiers, SVM, Random Forest (RF), 

Naïve Bayes (NB) and Neural Network (NN) have been 

used for classifying Indonesian emotion speech. These 

classifiers have been compared for their performance. 

The highest performance was obtained by the SVM 

classifier [73]. SVM has been used in their application 

for regression SVR (Support Vector Regression).  SVR 

has been compared to a rule-based Fuzzy Logic and 

Fuzzy KNN classifiers. The best results have been given 

by SVR classifier [74]. SVM, KNN and ANN classifiers 

have been used to recognize the speech emotions in 

Tamile language speaker. Results obtained indicated that 

the accuracy of recognition of SVM and ANN was 85.7% 

and the accuracy of KNN was 66.67% [75]. The SVM 

classifier performed better than Recurrent Neural 

Networks (RNN) classifier for classifying speech 

emotions by using Berlin emotional database [76]. SVM 

achieved the highest classification rate (92.86%) when 

compared with other classifiers such as ANN, NB, KNN 

for classification emotions in speech [77]. 

TABLE VI.  SOME WORKS THAT HAVE MADE COMPARISON 

BETWEEN CLASSIFIERS IN FIELD OF SER 

The work The compared classifiers 

[35] SVM and  KNN 

[72] SVM, KNN and NN 

[73] SVM, RF, NB and NN 

[74] SVR, Fuzzy Logic and Fuzzy KNN 

[75] SVM, ANN and KNN 

[76] SVM and RNN 

[77] KNN, SVM, ANN and NB 

 

4. EXPERIMENTS AND RESULTS 

Our work is divided into two parts. The purpose of 

the first part is to study the influence of speech features 

on the recognition of anger and neutral emotions in four 

databases with different languages. In the second part, the 

purpose is to study to influence of emotion types (anger 

and neutral) to identify the gender classes in the previous 

databases. As mentioned in the previous section, the 

features used in the system of recognition are the 

statistical parameters of pitch and intensity, formants and 

MFCC parameters. The system of recognition is based on 

SVM classifier. The features are input into the classifier 

as features vectors. 60% of the segments of databases are 

used as training set, and 40% of the segments are used as 

test set. Table VII present the number of speech segments 

of each database used in the experiments. The 

Experiments are made by MATLAB software.  

 
TABLE VII. NUMBER OF SPEECH SEGMENTS OF EACH 

DATABASE USED IN THE EXPRIMENTS  

 

Databases Anger Neutral 

ADED 52 48 

EMO-DB 72 72 

ShEMO 72 72 

CREMA-D 72 72 
 

A. The influence of speech features on the recognition of 

emotions 

In this part, several experiments are performed to 

study the influence of the features extracted on the 
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recognition of anger and neutral emotions in different 

databases. Different features sets are formed to identify 

the best features sets that give the higher recognition 

accuracy in each database. The results of experiments are 

shown in Table VIII. Comparisons between the 

performances of each features set on each database are 

illustrated in the Fig.3, 4, 5 and 6. It is observed that 

when using only the prosodic features, the recognition 

rate is higher in EMO-DB and CREMA-D databases but 

the recognition rate is decrease in ADED and ShEMO 

databases. Lower recognition rates are remarked when 

using only the formants features in all databases. 

Acceptable recognition rates are noted when only the 

MFCCs parameters are used in EMO-DB and ShEMO 

databases compared to ADED and CREMA-D databases. 

The performance of recognition is increased when using 

different combination of features. The best recognition 

rates are obtained when combination of prosodic, 

formants and MFCCs parameters is used in all the 

databases. Fig.3, 4, 5 and 6 ensure the pervious remarks. 

Table IX and X show the recognition rates obtained with 

different sets of feature in each database for male gender 

and female gender respectively. According to Table IX 

and X, the same remarks are noted compared to the 

experiments that used the databases without gender 

distinction. The higher performance is obtained when 

used combination of features (prosodic, formants and 

MFCCs) in each database. It is concluded according to 

the results that the performance of recognition is 

improved when using features combination of prosodic, 

formants and MFCCs parameter in the different database 

used in this work.  

In previous works, the combination of different 

features improves the performance of recognition of 

speech emotions in databases with different languages. A 

combination of prosodic (energy and pitch) and spectral 

features (MFCCs) performed better than features 

(prosodic or spectral features) for recognizing emotions 

in Berlin and Spanish emotional speech databases [78]. 

Different features such as pitch, intensity, formants, 

MFCCs, wavelet and long-term average spectrum have 

been used to recognize emotions in Egyptian Arabic 

speech emotion. Results obtained showed that the 

combinations of features have achieved higher 

performance than systems used the same types of features 

[35]. In Mandarin emotional database, the performance 

of system that using a combination of both spectral 

features and prosodic features is higher than using only 

spectral or prosodic features [79]. 

 

 
TABLE VIII. THE RECOGNITION RATES OBTAINED WITH DIFFERENT FEATURES SETS IN EACH DATABASE. 

 

Parameters ADED EMO-DB ShEMO CREMA-D 

Prosodic features 78.12% 93.75% 78.47% 93.05% 

Formants  61.45% 79.17% 79.17% 69.44% 

MFCCs 63.54% 89.58% 84.37% 71.53% 

Prosodic + Formants 78.12% 93.75% 86.45% 93.05% 

Prosodic + MFCCs 83.33% 95.83% 88.54% 95.14% 

Formants + MFCCs 80.21% 96.87% 83.33% 93.75% 

Prosodic + Formants + MFCCs 85.42% 97.92% 90.97% 95.14% 

 
TABLE IX. THE RECOGNITION RATES OBTAINED WITH DIFFERENT FEATURES SETS IN EACH DATABASE  

FOR MALE GENDER 

 

Parameters ADED EMO-DB ShEMO CREMA-D 

Prosodic features 79.54% 100% 87.50% 91.97% 

Formants 63.63% 73.91% 62.50% 68.05% 

MFCCs 79.54% 91.67% 84.72% 75.00 

Prosodic + Formants 88.63% 100% 87.50% 91.66% 

Prosodic + MFCCs 81.81% 100% 94.44% 93.05% 

Formants + MFCCs 81.81% 91.67% 77.78% 86.11% 

Prosodic +Formants + MFCCs 100% 100% 97.22% 94.44% 

 

TABLE X. THE RECOGNITION RATES OBTAINED WITH DIFFERENT FEATURES SETS IN EACH DATABASE FOR FEMALE GENDER. 

Parameters ADED EMO-DB ShEMO CREMA-D 

Prosodic features 88.63% 98.61% 87.50% 94.94% 

Formants 59.09% 84.72% 76.39% 70.83% 

MFCCs 70.45% 97.22% 70.83% 70.83% 

Prosodic + formants 90.91% 98.61% 94.44% 94.44% 

Prosodic + MFCCs 97.73% 100% 93.05% 98.61% 

Formants + MFCCs 79.54% 97.22% 83.33% 76.39% 

Prosodic + formants +MFCCs 100% 100% 95.83% 100% 
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Figure3. Comparisons between the performances of each features set in ADED database 

 

 
 

Figure4. Comparisons between the performances of each features set in EMODB database 

 

 
 

Figure5. Comparisons between the performances of each features set in ShEMO database. 
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Figure6. Comparisons between the performances of each features set in CREMA-D database. 

 

 

B. Influence of emotion types to identify the gender 

classes 

       In this part, many experiments are performed to 

study the influence of anger and neutral emotions to 

identify the gender classes in different databases with 

different languages. Features combination of prosodic, 

formant and MFCCs parameters is used in the systems of 

classification in this part. The results of experiments are 

shown in Table XI. Fig.7 illustrated a comparison 

between the accuracies of gender classification under 

anger and neutral emotions in different databases. In 

ADED database, it is remarked that the classification rate 

is maximum (100%) under neutral emotion but this 

classification rate is slightly lower (97.82%) under anger 

emotion. The opposite case is observed in EMO-DB 

database, the classification rate is maximum (100%) 

under anger emotion. A maximum classification rate 

(100%) is noted under the two types of emotions anger 

and neutral in ShEMO database. In CREMA-D, a 

maximum accuracy is obtained under anger emotion but 

the accuracy is lower (86.11%) in neutral emotion. It is 

concluded that the performance of the gender 

classification is influenced by the type of emotion and the 

language of database. 

     The gender classification was impacted by the 

emotion types in different databases in previous work. 

Child emotional speech database in Russian language 

was presented [80]. This database contains three 

emotional states (comfort, discomfort, neutral). The 

classification of gender was influenced by the emotional 

state. In the discomfort state, the classification rate of 

male is higher compared with female gender. But in the 

two other states the classification rate of female gender 

was higher. The authors in [81] classified the gender 

classes under four emotions, angry, happy, calm and sad. 

It was remarked that the gender classification was 

influenced by the type of emotion. 

5. CONCLUSION 

In this work, we presented a study that evaluated the 

performance of some speech features on the recognition 

of anger and neutral emotions in different databases with 

different languages. The impact of anger and neutral 

emotions to classify the gender classes in different 

databases was also studied. ADED, EMO-DB, ShEMO 

and CREAMA-D databases were exploited for extracting 

the features concerning the emotions treated. The features 

extracted were the statistical parameters of pitch and 

intensity, formants and MFCCs parameters. 

The experimental results demonstrated that the 

systems that used a combination of prosodic, formants 

and MFCCs parameters performed compared to the 

performance of systems that used individual features 

(prosodic, formants or MFCCs) in each type of database. 

It was showed in the results also that the classification of 

gender classes was influenced by the type of emotion and 

the language. 

In the future, the present work can be extended to 

enhance our results by including more speech features, 

more databases and more emotional states. 
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TABLE XI. CONFUSION MATRICES OF GENDER CLASSIFICATION UNDER ANGER AND NEUTRAL EMOTIONS IN DIFFERENT 
DATABASES.  

 

Emotions Anger Neutral 

ADED Gender Male Female Male Female 

Male 100% 0% 100% 0% 

Female 4.35% 95.65% 0% 100% 

Average 97.82% 100% 

EMO-DB Gender Male  Male Female 

Male 100% 0% 100% 0% 

Female 0% 100% 97.22% 94.44% 

Average 100% 97.22% 

ShEMO Gender Male  Male Female 

Male 100% 0% 100% 0% 

Female 0 100% 0% 100% 

Average 100% 100% 

CREMA-D Gender Male  Male Female 

Male 100% 0% 83.33% 16.67% 

Female 0% 100% 11.11% 88.89 

Average 100% 86.11% 

 

 

 
 

Figure 7. A comparison between the accuracies of gender classification under anger and neutral emotions in different databases. 
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