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Abstract: Network traffic identification and classification in the current scenario are not only required for traffic management but in 
designing a future protocol for user-specific services and improve user experiences. This fundamental step of network management is 
perceived by the researcher long back and started developing techniques for the same. The traditional techniques for traffic 
identification and classification include port and payload based. The current large and complex network poses many challenges to the 
researchers in designing approaches for traffic classification by using dynamic ports, encryption, and masquerading techniques. The 
complexity is further enhanced due to increased dependence on the Internet and diverse applications to enable network administrators 
including ISPs to manage the network intelligently and efficiently. As traditional techniques are not effective to address the current 
challenges, a hybrid solution is explored. The hybrid approaches make use of statistics or behavioral-based, heuristic-based, machine 
learning-based along with feature selection techniques. In this paper, apart from developing enhanced hybrid approaches for 
identifying the P2P traffic, an extensive real dataset of size 924 GB is constructed to analyze the effectiveness of the proposed 
approaches. A number of hybrid approaches are designed by using feature selection techniques and machine learning (ML) algorithms. 
Extensive analysis of proposed hybrid approaches along with the comparative study reveals that Chi-Square and Random Forest 
outperform other state-of-art approaches yielding an accuracy rate of 99.46%. 

Keywords: Internet Traffic, Peer-to-Peer (P2P), Feature Selection, Classifier, Machine Learning 

 

1. INTRODUCTION  

Internet, since its evolution, has witnessed 

tremendous growth due to ease of various online services 

and so in content distribution and sharing. The popularity 

of the Internet can be attributed to the untiring efforts of 

researchers in paving the path for unprecedented 

information technology developments in almost all 

spheres of communication especially, hardware and 

software systems. In the past, client-server is the 

commonly used model for content distribution in which 

the server delivers the requested contents to the client. 

The traditional client-server system has serious 

limitations to cope with the requirements of modern 

large, dynamic, and complex computer networks. At 

present, the usage of Internet is increasing many folds 

and the Internet has become an indispensable platform in 

almost all fields of life like entertainment, education, 

business, etc. The dramatic growth in online applications 

and the need for certain basic quality of service (QoS) 

requirements such as scalability, delay in content 

delivery, resource usage, user experience, bandwidth, etc. 

have made client-server systems inadequate for the 

modern demand of massive, dynamic, and diverse 

Internet traffic. 

        The evolution of peer-to-peer (P2P) network is one 

of the probable solutions for the problem. In the P2P 

network, each of the peer serves both as client and server 

at the same time which makes the system distinguishable 

from conventional client-server architectures [1]. Further, 

the network architecture should also be able to deal with 

network congestion, robustness, scalability, cost-

effectiveness, the fulfillment of user expectations, QoS 

requirements, traffic hindrance, and efficient use of 

bandwidth [2]. Resource sharing capability of P2P 

systems is an important property that allows all 

individual devices and multiple peers to harness the 

unified power to get benefits [3]. Again, in P2P networks, 

traffic is symmetric and increment in user numbers rarely 

leads to network performance degradation unlike in the 

client-server system [4] where the structure is inherently 

non-sharing and network traffic is asymmetric due to 

unidirectional content delivery structure. 

 

        The exponential growth of P2P traffic can be 

attributed to the dominance of P2P applications over the 

Internet in comparison to other applications viz FTP, 

http://dx.doi.org/10.12785/ijcds/1001117 
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HTTP, SMTP, etc. P2P applications not only include 

video, audio, and gaming that contributes to a huge data 

transfer but in recent years, the P2P file-sharing trend has 

also added to the size of data sharing and distribution. It 

is reported that a major portion of the Internet traffic is 

Peer-to-peer (P2P) and is still growing [5]. It occupied 

nearly 70% of the Internet traffic and hence consumes a 

major portion of Bandwidth [6]. Another study [7] has 

revealed that the Asymmetric Wireless Subscriber Line 

(ADSL) traffic is 49 percent due to P2P applications. As 

per CISCO VNI 2020 forecast, globally, video traffic on 

the Internet will rise four times between 2015 and 2020, 

with an annual growth rate of 31 percent [55]. The wise 

and fair utilization of network resources is one issue, but 

research must provide answers to myriad questions to 

achieve ultimate goals to satisfy user's needs and 

expectations. Thus, current large-scale P2P applications 

have brought a serious need for monitoring and 

controlling network traffic. In the P2P network, among 

other performance issues, chunk scheduling [8] [9], flash 

crowd [10] [11] [56], selfish peers [12] [13] are major 

concern apart from traffic classification. Selfish peer in 

the P2P network is considered one of the major problems 

which can severely degrade the performance and is 

negation to the basic architectural nature of P2P 

networks. This kind of peer's behavior is also termed as 

free riding, as the peers consume the resources without 

sharing in return.  What is desirous is proper network 

management and intelligent traffic analysis techniques. In 

our opinion, identification and categorization of network 

traffic crossing the network boundaries is the first step to 

enable the network administrators to implement 

necessary fine-grained traffic management and the 

policies for security [6]. The other major concern which 

imposes the crucial need of traffic identification and 

categorization are ISPs challenges such as paying for 

additional traffic requirements, excellent customer 

satisfaction, cost of bandwidth, implementing billing 

mechanism, implementation80 of application-specific 

policies; maintaining QoS of applications; implementing 

security measures; etc. Further, the task of traffic 

classification is considered as future solutions for 

addressing various P2P network problems, new protocol 

design, developing methods for network security to 

handle attack detection and prevention, flow cleaning, 

etc. [14]. 

 

        As traffic identification and classification provide a 

sound platform for network management effectively. The 

journey of this research can be traced back to traditional 

methods relying on well-known service port numbers 

[15] [16] [59]. It is popular because it’s simplicity, ease 

of implementation, and does not involve much 

calculations. For example, DNS or SMTP uses specific 

ports statically, therefore, yields high accuracy of 

classification. As the years progress, the use of random 

port numbers and masquerading technique across the 

applications have become common making port-based 

classification inefficient [17] [18]. Further, the encryption 

techniques are aggravated the traffic identification task 

[19]. Payload based identifications [20] is another 

mainstream approach used and rely on deep packet 

inspection. Though this technique yields higher accuracy, 

it suffers from high computational overhead, user privacy 

issues, and very low accuracy when data is encrypted 

[21]. In addition, owing to its complexity and processing 

burden on network equipment, it is impractical for high-

speed networks. Park et al. [22] have highlighted an 

important fact that although port-based methods provide 

low classification accuracy, this method is still relevant 

in the Internet backbone due to its scalability and 

minimal computational overheads. Hence, port-based 

approaches play a determining role to give a direction 

when combined with other methods to make a hybrid 

approach for identifying the P2P traffic.  In the past few 

years, researchers are giving more emphasis on exploring 

other approaches such as statistics or behavior-based, 

heuristics-based, and machine learning-based to identify 

and classify Internet traffic. It is observed that each 

technique has its own limitations. The applications which 

have similar behavior are difficult to analyze with the 

behavioral based approach. In the case of the statistical-

based method, the numerical attributes do not always 

provide high-quality training data. The ML techniques 

are intelligent and flexible, but they are also facing many 

challenges such as optimal feature selection, high 

dimensionality issues, and high correlation between 

traffic classification accuracy and the prior probability of 

training data [23] [57]. It is projected that the integration 

of different native techniques will provide the desired 

accuracy and QoS and hence, the research has moved to 

the development of hybrid approaches. There are several 

reasons to look for ML-based methods to define and 

classify P2P traffic. Besides efficient network 

management, there are also many other issues such as 

selfish peers, flash crowds etc. need to be addressed. 
 

The paper presents ML-based techniques using 

network attributes to identify P2P traffic. The main 

purpose of this work was to construct a dataset which can 

be used for the study of various P2P network issues to 

cater the need of customization of services in modern 

network.  In this paper, hybrid approaches are developed 

for classifying Internet traffic into P2P and non-P2P by 

leveraging the advantages of various methods mentioned 

above. The proposed approaches are an amalgamation of 

the port-based method, Feature Selection (FS) 

techniques, and ML Algorithms. The salient 

contributions of this research work are as follows: 
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 Construction of 'SAMPARK' dataset of size 

approximately 924 GB by employing techniques for 

data collection in line with the literature. 

 Pre-processing of collected data and feature 

extraction. 

 Study of the impact of feature selection techniques 

and their applications. 

 Analysis of the effectiveness of five ML algorithms. 

 Quantitative analysis of different hybrid approaches 

developed by combining five ML algorithms 

(Random Forest (RF), Decision Tree (DT), K-

Neural Network (KNN) Naive Bayes (NB), and 

Support Vector Machine (SVM)) with feature 

selection methods (Chi-Square (χ
2
), Analysis of 

Variance (ANOVA) and Principal Component 

Analysis (PCA)) on SAMPARK and UNIBS sub-

datasets. 

 

The organization of this paper are: section 2 covers 

a detail of related work; the proposed methodology which 

includes construction of dataset, and proposed 

approaches for Internet traffic classification are presented 

in Section 3. Section 4 covers the experimental setup and 

performance analysis. Lastly, section 5 draws the final 

remarks and possible future work.  

2.  RELATED WORK 

The port number-based technique [15] [16] as 

discussed earlier is simple to use and implement. 

However, the purely port-based traffic classification 

techniques have become nearly ineffective as the 

increased usage of dynamic port number, masquerading, 

and encryption techniques [19]. The traffic identification 

is limited to those applications that have known port 

numbers with certainty although the accuracy is very 

high for such applications. Jeffrey et al. [24] and Bhatia 

et al. [59] have advocated that port-based techniques are 

still useful and can provide better results. Similarly, the 

payload-based techniques are no longer efficient in their 

intrinsic form due to the reasons mentioned earlier. The 

payload-based technique can detect the traffic for which 

signatures are known but fail to classify unknown traffic.  

 

The present trend in the research community is to 

design and develop hybrid approaches that combine 

various techniques from different domains such as 

statistical or behavior-based, heuristic-based, Machine 

Learning [25] [26] [27] [28], Genetic Algorithm, and 

Neural Network, etc. [29] with intrinsic methods. The 

approaches which are independent of port number and 

payload inspection can be grouped under classification in 

the Dark [21] [30]. 

 

Statistics or behavioral-based approaches identify 

Internet traffic according to statistical features 

collectively or independently [58] [59]. The example of 

statistical features are flow size, flow count, size of first 

packet in flow, inter-arrival time of packet (Pkt_IAT), 

flow duration, etc. These can be extracted from the 

traces. It is believed to have each traffic class generated 

by different applications have unique characteristics. 

Considering the approach, various works have been 

proposed by using different feature combinations as 

discussed in the literature [31] [32] [33] [34]. But it 

becomes difficult to map between the increasing number 

of characteristics against the corresponding traffic class 

and therefore need to combine with other methods to 

yield results such as heuristics or machine learning. The 

heuristics appear to be promising solutions to identify 

and classify network traffic and notable work [20] [25] 

[35] [36] is done by research in this area also. The packet 

and flow-level behavior details of traffic are explored to 

develop novel methods. The benefit of such strategies is 

its ability to generalize the learned activity to work well 

with unknown applications and thereby increases the 

ability to track class of Internet traffic. The pre-defined 

traffic pattern such as the packets sent/received by a peer, 

a peer connected with distinct number of hosts, the total 

number of connections made by a host, upload-download 

ratio, etc. is some of the traffic/application characteristics 

which are used to synthesize the heuristic functions. 

Machine learning algorithms are increasingly used in 

almost all domains due to their intelligent and flexible 

nature as discussed earlier. The ML techniques have 

demonstrated good performance in traffic classification 

also. In recent years, the shift in focus to develop 

approaches using ML techniques has been noticed [14]. 

By integrating different techniques discussed above, the 

paper reported using approaches focused on both ML 

methods and hybrid approaches. 

 

Jeffrey et al. [24], in their proposed work, have used 

unsupervised machine learning approached and 

compared the result with a previous supervised machine 

learning-based approach. They have demonstrated that 

the proposed unsupervised classifier outperformed the 

supervised classifier by 9% on 1000 samples of each 

class. Raahemi et al. [26] have used the CVFDT 

technique and obtained 95% accuracy. They have 

collected their own dataset and determined the 

performance for every 10,000 examples. In [29], traffic 

identification is based on the genetic algorithm and 

neural network. The accuracy claimed is nearly 96% on 

their own dataset consisting of 32767 sample records. In 

[24] [26] [29], the dataset is labelled using the default 

port numbers of P2P applications. Hussein et al. [37] 

have achieved up to 98% accuracy on the dataset 

collected by accessing BBC, Facebook, Google search, 

Skype, Yahoo Mail, and YouTube separately executing 

each application 30 times for 2-5 minutes. It analyses the 
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timing features of the burstiness of induced traffic against 

each application and used the C5.0 classifier for network 

traffic characterization. In [25] and [37], have 

investigated the behavior-based features to train and test 

the data.  

Draper-Gil et al. [27] have also explored time-based 

features for capturing the VPN traces. KNN and C4.5 

classifiers have been used to classify the extracted 

features into different categories and concluded that time-

related features can be a good choice in the identification 

of network traffic. The accuracy obtained is 

approximately 80%. Further, Saber et al. [28] have tried 

to enhance the above approach [27] using PCA for 

feature selection and classify the combined over & under-

sampled data of VPN and non-VPN using SVM. They 

have reported accuracy of 96.6%, 95.6%, 93.9%, 94.9% 

while considering the flow time-outs of 15s, 30s, 60s, and 

120s respectively. However, the efficiency is higher for 

shorter flows. It demonstrates that the application of 

feature selection techniques can give better traffic 

classification efficiency. Junior et al. [38] have used 

ANOVA as a feature selection technique with some 

clustering algorithms and achieved P2P classification 

accuracy of 90%.  

 

Bhattacharya et al. [39] used KNN, NB, RF, SVM, 

and XGBoost classifiers in combination with PCA and 

hybrid PCA-firefly algorithms foe performance 

evaluation while classifying the Intrusion Detection 

System (IDS) data set. The proposed hybrid PCA-firefly 

with the XGBoost model is found to achieve more than 

99% accuracy. They have used Kaggle dataset of 125973 

instances and performed the experiments on the Google 

Colab GPU platform. Wang et al. [40] have developed a 

network traffic identification method using SVM and 

achieved 99.31% accuracy with regular biased training 

and test data set. They have exported the traffic from the 

network using MATLAB and LibSVM. In [23], an 

improved model using SVM classification is developed 

for network traffic classification and achieved the 

accuracy of 99.34%. It is provided better accuracy 

compared to KNN, NB, RBFNetwork, and SVM with 

24897 samples and claimed to perform better. The 

dataset used is limited in size and collected fifteen years 

ago. 

3. METHODOLOGY 

In this paper, hybrid approaches are explored for 

classification of Internet traffic into P2P and non-P2P. 

Novel approaches are developed as an amalgamation of 

port-based methods, feature selection techniques, and ML 

Algorithms.  

A. Framework 

The objective of the proposed work is to provide an 

efficient ML-based identification model for P2P 

application from Internet traffic. The working procedure 

of the proposed methodology is demonstrated in Figure 

1. There is a requirement for a big, real-time, and trusted 

dataset for verification of an efficient model. So, a real 

dataset (924 GB) is collected from the Internet using 

Wireshark. The first sub-module of the given framework 

is the collection of data and it’s pre-processing which 

represented by the rectangular boxes in Figure 1.  After 

pre-processing, the major task which needs to be 

performed is feature selection. But before that proper 

labelling needs to be performed.  For the labelling of the 

dataset, a list of port numbers is used. The list is 

extracted from the dataset, also gathered from the 

literature, and further, it is used to label the dataset for 

training set purposes. Next sub-module is feature 

selection, which extract the selected features applying 

different feature selection techniques and after that 

selected feature are evaluated by using different ML 

algorithm for classifying P2P and non-P2P traffic. 

Further decision making on different combinational 

modules is performed using different performance 

matrix.  
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Figure 1.  Framework for proposed methodolog

  

Finally, an efficient and more accurate model is 

achieved by amalgamation of feature selection and ML 

approaches for more accurate identification of P2P and 

Non-P2P traffic. Basically, the framework indicates 

proposed identification method, which is supposed to be 

as automated as possible, based on that it can achieve 

comparable accuracy. Therefore, the methodology 

contains data collection, pre-processing, feature 

extraction, labelling of the dataset, feature selection, and 

ML Algorithm, and these are presented systematically in 

the framework.  

B. Data Collection 

The real dataset is necessary to test any proposed 

ML-based approach comprehensively. If the dataset is 

available publicly, it saves the information gathering time 

and improves the research productivity. But most of the 

existing dataset is developed a decade ago, suggesting 

that it is different due to the network current speed and 

rapid application revolution [41].  Also, due to privacy 

and security reason, the availability of labelled data sets 

is very limited [42]. Therefore, it is better to carry out 

research work by collecting real-time data. Extensive 

efforts have been put in to collect the dataset by capturing 

the traces from varied applications in the network. A real 

dataset named SAMPARK has been constructed to 

address the issues of P2P networks in this work 

presented. The Wireshark application is the most 

beneficial and free software. The collection of data from 

Internet traffic using Wireshark is very effective from the 

research perspective. Wireshark gives the data into 

PcapNG file then it has to be converted the data into CSV 

file for ease of computation. For collection of traces, the 

National Institute of Technology Sikkim ICT 

infrastructure is used. Institute provides us more than 10 

public IP addresses to collect the traces. Private IP 

addresses are being used when the traces are captured 

from the peers at the Computer Network Laboratory of 

the Institute. The testbed for data collection is presented 

in Figure 2. The traces are collected and stored batch-

wise, each batch contains five cases and multiple 

numbers of peers used in each case to collect the traces. It 

is difficult to handle a huge dataset. Therefore, raw 

Internet traces are captured for an hour basis by- running 

multiple applications. The total raw data size of 924 GB 

is obtained during 2
nd 

- 9
th

 October 2019. A name 

'SAMPARK' for the raw captured dataset is proposed for 

ease of communication. Wireshark provided the data in 

PcapNG files. The collected dataset is converted into 

CSV files for ease of the feature extraction process. The 

traces are also collected for 10 minutes by running 

individual applications such as BitTorrent, PPTV, 

Funshion, Vuze, Miro, Skype, QQplayer, µTorrent, 

Tribler, YouTube, iQIYI through the Internet on each 

peer so that ports can be extracted for labelling the 

dataset.  This sample dataset is named as 'MKS' dataset. 

The detailed analysis of the 'SAMPARK' dataset is 

mentioned in TABLE I. The protocol-wise flow details 

are presented in TABLE II. 'SAMPARK' dataset is 

explored in this paper. The research communities who 

are practicing similar research will be benefitted from 

this dataset. The dataset is collected in such a way that it 

helps to find free riders, malicious peers, etc.   
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Figure 2.  Testbed for data collection 

To validate our work, a popular dataset 'UNIBS' [43] 

[44] is considered for the necessary comparison.  The 

UNIBS dataset is used by the research community for 

similar work. The UNIBS dataset includes packets 

generated in University of Brescia, Italy in 2009. 

Tcpdump is used to capture these traces which include 

the classes, such as Mail, Web, SKYPE, P2P, etc. 

TABLE III shown details of UNIBS traces. 

C. Pre-processing of Data and Feature Extraction 

The data pre-processing and extraction of different 

features subsets are the important tasks in a hybrid 

approach. These are massive tasks and if not address 

adequately may affect the results. Pre-processing of data 

is an important task as it filters input data to create a set 

of patterns by removing identical, extraneous, and(or) 

noisy features to minimize the errors in the results.  

Packet level and flow levels have different network 

traffic characteristics [45]. Many packets together 

constitute a flow, characterised by same source and 

destination IP address, protocol, source, and destination 

port. The flow-based features are used for the 

classification of internet traffic and identification of P2P 

applications. The packet-based features (e.g., Up/Down 

Ratio) are to be considered for various purposes, such as 

identifying selfish peers in the network. Network 

connections have parallel bidirectional communication 

between two peers. The uplink/downlink packets are 

decided according to the first packet of the flow. Most of 

the features are self-explanatory and briefly described in 

the TABLE IV. However, some flow-based features are 

defined below for a better understanding of the 

discussion. 

 

Definition 1 (Flow duration): Let Fd be denoted as 

flow duration then,  

 𝐹𝑑 = 𝑡𝑛 −  𝑡1                                                  (1) 

     Here, t1 and tn are the time stamp of the first and last 

packets in the flow. 

 

Definition 2 (Flow count): The flow count, denoted as 

Fc, is defined as the total packet numbers in a flow. 

 

Definition 3 (Flow Size): Let Fs be denoted as flow 

size, then 

 

              𝐹𝑠 = ∑ 𝑃𝑠
𝑛
𝑠=1                                      (2) 

                                    

where Ps be each packet size and n be packet numbers in 

the flow. 

 

Definition 4 (Packet Inter Arrival Time): It is time 

interval from i
th

 packet to (i−1)
th

 packet arrival time and 

denoted as Pkt_IAT. The figure 3 shown a glimpse of 

python code written for calculation of packet inter 

arrival time.   

D. Features Selection Algorithm 

In general, machine learning operates on large and 

concise datasets. But using high dimensional data has 

various pitfalls among which the major one is the curse 

of dimensionality [46].  

As a result, computation time is increased, and data 

pre-processing and EDA (Exploratory Data Analysis) 

are more complicated. These are due to the redundant 

features available in the dataset and inconsistencies 
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present in the features. The problem discussed above can 

be solved by a process or method called reduction of 

dimensionality.  It is a method used to filter out 

important features necessary for the purpose of training. 

There are various algorithms available for the purpose, 

however, in this paper χ
2
, ANOVA and PCA are 

considered as feature selection techniques. The detailed 

discussion is as follows. 

1) Chi Square Test  

It is used to assess the discrepancy in design or by 

some significant factor in the predicted value and 

observed value if any. The value of chi-square (χ2) is 

calculated by the formula mentioned in equation no. (3). 

We are taking summation of squared value of difference 

of observed and expected value divided by the expected 

value. The degrees of freedom of the (χ2) are calculated 

as one less than the number of observations.  

A pre-defined chi-squared distribution table is 

there from which the critical chi-squared value can be 

obtained against the degree of freedom and significance 

level. Now, compare it with the critical chi-square 

value. If the obtained value or percentage is low, it 

indicates the high correlation of two features in the 

dataset. The performance of the Chi-square test is very 

effective since it has the ability to perform well as a 

method of feature selection [47]. The (χ2) value of 

attribution is shown below:  

              χ2 = 
(𝐹0−𝐹𝑒)2

𝐹𝑒
                                           (3) 

where the observed value is denoted by F0, Fe represents 

the expected value. A rank can be determined for each 

feature based on (χ
2
) value of all listed features. The 

features with high rank are given more priority than the 

other [48] [49].  

 

2) ANOVA  

We can effectively analyze the complex data by 

finding the statistically relevant mean difference 

between the groups using one-way ANOVA (Abdalla et 

al. 2017). Here, the F-ratio and degree of freedom are 

calculated. A predefined table is available against the 

significance level of 0.05 and 0.01. The table is based 

on the degree of freedom of "Variance difference 

between the groups" and "Variance difference within 

the groups".  

 

TABLE I.  DETAILS OF SAMPARK AND MKS DATASETS 

Batch Case 
Nos. of 

PcapNG files 

Total Data 

Size (in GB) 

SAMPARK Dataset (Raw Internet Traffic) 

Batch 1 Case 1 06 26.2 

Case 2 06 20.7 

Case 3 06 21.0 

Case 4 08 53.2 

Case 5 08 41.9 

Batch 2 Case 1 08 13.3 

Case 2 08 53.8 

Case 3 08 66.8 

Case 4 08 67.0 

Case 5 08 64.5 

Batch 3 Case 1 08 42.3 

Case 2 08 43.0 

Case 3 08 94.0 

Case 4 08 48.8 

Case 5 08 37.9 

Batch 4 Case 1 10 22.5 

Case 2 10 30.9 

Case 3 10 20.4 

Case 4 10 25.1 

Case 5 09 10.8 

Batch 5 Case 1 10 7.37 

Case 2 10 17.6 

Case 3 10 26.0 

Case 4 10 15.0 

Case 5 10 21.9 

MKS Dataset (Application based) 

10 min 
Data 

14 application 
28 6.97 

1 hr Data 10 application 10 23.9 

Total counts: 241 924 
 

TABLE II.  PROTOCOL-WISE FLOW DETAILS OF SAMPARK DATASETS 

Sl. 

No. 
Protocol 

Count 

Flow 

of 
% of flow 

0 UDP 3561898  51.01 

1 TCP 3037260  43.50 

2 ICMP 104640  1.50 

3 BitTorrent 77844  1.11 

4 DNPv100 49762  0.71 

5 HTTP 27857  0.40 

6 TLSv1.2 23542  0.34 

7 ICMPv6 15526  0.22 

8 DNPv65 12786  0.183 

9 DNPv17 10353  0.148 

10 DNPv33 9839  0.141 

11 DPPv0 7099  0.102 

12 TLSv1.3 4278  0.061 

13 ARP 4245  0.061 

14 HTTP/XML 3403  0.049 

... ... ...  ... 

... ... ...  ... 

Total counts  

486 ... 6982319  100.0 
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TABLE III.  DETAILS OF UNIBS DATASETS 

 

 If the F-ratio is more than the significance level of 

0.05 and 0.01 values, then we reject the Null Hypothesis 

otherwise we accept it. For this reason, Sum of square 

(SS), Sum of Squares for Treatment (SST), Sum of 

Squares for Error (SSE), Variance Between Treatments 

(MST), Variance Within Treatments (MSE) are 

computed and represented mathematically by the 

following equations no. (4) through (13): 

𝑆𝑆 =  ∑ ∑ (𝑦𝑖,𝑗 − �̅�)2𝑛𝑖
𝑖=1

𝑘
𝑗=1                                (4) 

=  ∑ ∑ (𝑦𝑖,𝑗 − �̅� + �̅�𝑗 − �̅�)2𝑛𝑖
𝑖=1

𝑘
𝑗=1                (5) 

= ∑ ∑ (𝑦𝑖,𝑗 − �̅�)2𝑛𝑖
𝑖=1

𝑘
𝑗=1 +  ∑ ∑ (�̅�𝑗 − �̅�)2𝑛𝑖

𝑖=1
𝑘
𝑗=1   (6) 

𝑆𝑆 = 𝑆𝑆𝑇 + 𝑆𝑆𝐸                                              (7) 

𝑆𝑆𝑇 = ∑ ∑ (𝑦𝑖,𝑗 − �̅�)2𝑛𝑖
𝑖=1

𝑘
𝑗=1                                   (8) 

𝑆𝑆𝐸 =  ∑ ∑ (�̅�𝑗 − �̅�)2𝑛𝑖
𝑖=1

𝑘
𝑗=1                                     (9) 

𝑆𝑆 = 𝑆𝑆𝑇 + 𝑆𝑆𝐸                                            (10) 

𝑀𝑆𝑇 =
𝑆𝑆𝑇

𝑘−1
                                                     (11) 

𝑀𝑆𝐸 =
𝑆𝑆𝐸

𝑘−1
                                                     (12) 

TABLE IV.  LIST OF EXTRACTED TRAFFIC FEATURES FROM BOTH SAMPARK AND UNIBS DATASETS 

Feature No. Feature Name Description 

1. Src_ip Source IP address 

2. Dst_ip Destination IP address 

3. Protocol Transaction protocol (TCP, UDP, etc.) 

4. Src_port Source Port Address 

5. Dst_Port Destination Port Address 

6. Flow_count Nos. of packets appeared in a particular flow 

7. Flow_size Total sent or received data by a particular flow 

8. Pkt_size_of_first_flow Size of a packet when it appears first in a flow 

9. Flow_duration Total flow duration 

10. Flow_IAT Inter arrival time of flows 

11. Pkt_IAT_as_source Inter packet arrival time as source 

12. Nos._of_times_as_source Nos. of times it appears as source 

13. Mean_sq_pkt_size_as_source Mean square of packet size transmitted by the source 

14. Data_of_first_pkt_as_source Total bytes in a packet when a IP appears first at source 

15. Total_data_sent_as_source Total data sent by an IP when it appears as source 

16. Control_byte_sent_as_source Total bytes sent by a control packet when the IP appears as source 

17. Pkt_IAT_as_destination Inter packet arrival time as destination 

18. Nos._of_times_as_destination Nos. of time it appears as destination 

19. Mean_sq_pkt_size_as_destination Mean square of packet size received by the destination 

20. Data_of_first_pkt_as_destination Total bytes in a packet when a IP appears first as receiver at destination 

21. Total_data_recv/send_as_destination Total data received by an IP when it appears as destination 

22. Control_byte_sent/recv_as_destination 
Total bytes received by a control packet when the IP appears as 
destination 

23. Total_duration Total duration of an IP which participated in the network 

24. Ratio_up/down The ratio of total bytes sent and received by an IP 

 

 

 

 

 

 

 

Dataset Data Size 

unibs20090930.anon 317 MB 

unibs20091001.anon 236 MB 

unibs20091002.anon 1.94 B 
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𝐹 =
𝑀𝑆𝑇

𝑀𝑆𝐸
                                                    (13) 

Test H0: µ1 = µ2 = ··· = µk and H1: µ1 = µ2 = ··· = µk 

where �̅�, n and yj denote the samples mean, sample size 

and specified population mean, respectively. We 

considered ANOVA for feature subset selection. In 

order to improve predictive accuracy and prevent 

incomprehensibility due to the high number of features 

explored. To predict more accurate, different feature 

subsets have been considered and compared to get a 

competent model. 

 

3) Principal Component Analysis (PCA) 

 

PCA [50] helps us to figure out the correlation and 

patterns in the datasets. Due to this, a new dataset with a 

significantly lower dimension is formed, and most 

importantly during the process, there is no loss of any 

important information. The new variables that are derived 

from the initial sets are termed as Principal Components. 

The variables thus created are independent of one another 

and are highly significant. PCA algorithms comprise of 

following steps: 

 Standardisation of the dataset: It means scaling the 

data in such a manner that all the variable and their 

values lie within the similar range.  

𝑍 =
𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒_𝑉𝑎𝑙𝑢𝑒−𝑀𝑒𝑎𝑛 (𝜇)

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑_𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝜎)
                         (14)          

 Covariance Matrix computation: It expresses the 

correlation between variables by maintaining the 

dependencies. Let 𝐶𝑜𝑣𝑚𝑎𝑡  be a covariance matrix of 

m x m dimensions. Let x and y be the features. Then, 

𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑥, 𝑦) = ∑
(𝑥𝑖−�̅�)∗ (𝑦𝑖−�̅�)

𝑁−1
                      (15)      

𝐶𝑜𝑣𝑚𝑎𝑡 = ( 𝑐𝑜𝑣(𝑥,𝑥)  𝑐𝑜𝑣(𝑥,𝑦)

𝑐𝑜𝑣 (𝑦,𝑥) 𝑐𝑜𝑣 (𝑦,𝑦)
)                                  (16)                      

 

where N=Number of elements; x̅, y̅ are means of x, y 

values. The (-) ve value of covariance indicates that 

the variables are indirectly proportional to each other 

whereas (+) ve value indicates that the variables are 

directly proportional to each other.  

 Calculate the Eigenvector and Eigenvalues: The 

dimension of the dataset represents the eigenvectors 

to be calculated. Eigenvectors are used as the variance 

matrix to detect the data where most variances are 

there. The maximum variance in the data indicates 

more information. Principal Components are 

calculated using these eigenvectors.   

𝐶𝑜𝑣𝑚𝑎𝑡 − 𝜆 ∗ 𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 = 0                     (17) 

  We solve the equation and get two values of λ by 

putting the first value of λ in matrix and form an 

equation with x1 and y1 like AX =λX. Similarly, the 

second value of $\lambda$ and do the same. We will 

get a matrix by these calculated values called as 

eigenvector matrix. 

 Computing Principal Component: The higher value of 

λ and its subsequent eigenvector will be principal 

component. The less significant Principal 

Components are removed to reduce dimensions.  

 Reducing the dimension of dataset: Rearrange the 

original data according to the most significant 

Principal Component. 

E. Machine Learning Algorithms 

Recently, machine learning algorithms have 

received significant attention in various fields. 

Researchers are also focusing more on ML based 

network traffic classification. Several classification 

algorithms are there to classify the traffic in P2P and 

non-P2P. In this work, various classification techniques 

such as DT, RF, NB, KNN, SVM are investigated, and 

the comparative analysis is presented in section 4. 

TABLE V.  PORT NUMBERS USED BY POPULAR P2P APPLICATIONS 

P2P Applications Port Numbers 

BitTorrent 6881-6889 

Edonkey 
(eMule, xMule) 

2323, 3306, 4242, 4500, 4501, 4661-
4674, 4677, 4678, 4711, 4712, 7778 

Gnutella 6346, 6347 

FastTrack 1214, 1215, 1331, 1337, 1683, 4329 

DirectConnect 

(DC++) 
411, 412, 1364-1383, 4702, 4703, 4662 

Napster (File 

Navigator,WinMx) 

5555, 6666, 6677, 6688, 6699-6701, 

6257 

Freenet 19114, 8081 

Blubster 41170-41350 

GoBoogy 5335 

HotLine 5500-5503 

ICQ 5190 

IRC 7000, 7514, 6667 

XMPP 5222, 5269 

SoulSeek 2234, 5534 

QNext 5235-5237 

F. Port Analysis and Labelling of Dataset 

 In the proposed approaches, the port-based 

labelling of training data is carried out. As revealed in 

literature, the port-based approaches are better suited for 

data labelling due to ease of implementation and achieve 

higher accuracy. The process of port analysis and the 

labelling of dataset is presented graphically in Figure 3. 

For labelling the datasets, a list of known P2P port 

numbers is prepared considering both source and 

destination port. The list includes well-known, 

registered, ephemeral ports. The list prepared from our 
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own collected MKS dataset is further expanded by 

including the port numbers gathered from the literature 

of a similar domain [3] [20] [29] [51] [52] [60]. The list 

of port numbers prepared by us is very large as 

compared to the list used by other researchers. The 

extracted port numbers in the prepared list are more than 

22000 and are difficult to report here. Therefore, a 

glimpse of the list of port numbers is given in TABLE V 

and TABLE VI.  
 

 

Figure 3.  Ports Analysis and Labelling the Data 

TABLE VI.  PORT NUMBERS EXTRACTED FROM THE MKS DATASET  

P2P Applications Port Numbers 

Skype 57290, 56091, 41900, 55303, 61976, 45220, 59774, 16130, 10131, 34625, 25406, 8999, 35133, .... 

Funshion 64018, 1153, 48413, 52347, 38859, 56481, 13257, 29560, 48403, 4501, 61651, 54289, 44403, 29471, ... 

Miro 50542-50544, 53778-53785, 61969, 61970, 50545, 53791, 51549, 51556, 50527, 37385, 51579, ... 

BitTorrent 40283, 23791, 57605, 34923, 51084, 62383, 5530055308, 34319, 37192, 41011, 45177, 6771, 41843 .... 

Tubi 50366, 50367, 50932, 50582, 50587, 50933-50939, 50596, .... 

PPTV 50299, 50300-50310, 50073, 50072, 5041, .... 

YuppTV 56213-56224, 55795, 56000, 55711, .... 

AajTak 50975-50978, 64116, 64117, 50979, 50980-50984, 55548, 55549, 50809, .... 

YouTube 54980, 54979, 50762, 50763-50767, 53026, 5076850771, 61049, 61082, .... 

Vuze 13398, 50614, 57208, 57211, 57212, 57214, 57215, 57218, 57263, 57369, 57126, 57232, 59794, …. 

BBC 52310, 52311-52315, 61196, 33419, 63738, 18340, 39701, 56727, 49183, 50270, 19702, .... 

Hotstar 50489, 50490-50495, 50769, 61046, 61079, 61090, 63803, 63802, 50496, 50497, .... 

Tribler 1130, 35140, 53736, 35190, 35175, 51122, 9206, 35120, 35130, 51044, 35080, 2105, 24934, 24935, .... 

Gnutella 63432, 59650, 6602, 6791, 50088, 9216, 47655, 15398, 39961, 6312, 11553, 10381, 17983, 9812, .... 

iQIYI 50486-50488, 50568, 50481, 50569, 50528-50530, 50570, 50571, 50475, 50505, 50428, 50533, .... 

 

4. PERFORMANCE EVALUATION AND RESULTS 

A. Experimental setup 

As discussed in section 3, Wireshark is open-source 

software that effectively records the traces. The data 

collection is carried out using Desktop PCs with the 

processor @ 3.20 GHz in a Windows environment. The 

data are captured and saved as PcapNG files. The 

datasets are converted into CSV files for extraction of 

features. Features are extracted with GPU (4 Cores), 

with processor@3.80GHz, and 64GB Memory in Python 

environment. The extracted feature details are explained 

in TABLE IV. Chi-Square, ANOVA, and PCA are used 

to get a better feature subset. The ML techniques import 

the selected feature subset for identifying P2P traffic   

 

from the given dataset. An exhaustive analysis is done 

considering different sets of features and with and 

without feature selection techniques. The detailed 
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discussion on various methods used is given section 4C. 

The metrices used are given below.  

B. Metrics for Performance Analysis 

Internet traffic classification techniques require 

standard metrics to evaluate the desired goals by 

comparing the ground truth information. The following 

evaluation metrics are used to validate the proposed 

approaches: 

 True Positive (T
+
): the traces belong to P2P traffic 

and are classified correctly. 

 True Negative (T
-
): the traces do not belong to P2P 

traffic and are classified correctly. 

 False Positive (F
+
): the traces belong to a P2P 

traffic and are classified incorrectly. 

 False Negative (F
-
): the traces do not belong to a 

P2P traffic and are classified incorrectly. 

 

The minimum value of F
+
 and F

-
 indicates a good 

classifier. The metrics cited in [53] are used frequently 

for evaluation of the performance of the classifier with 

the help of T
+
, T

-
, F

+ 
and F

-
 is expressed as follows:  

  

 Accuracy: This metric is used for evaluation of 

classification models. It is calculated by dividing 

the number of samples correctly classified positives 

and 

negatives by total number of samples. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇++𝑇−

𝑇++𝑇−+𝐹++𝐹−                           (18) 

 

Apart from accuracy, precision, and recall 

[54] are also used to assess the model, especially 

for the imbalanced classes. The details of these 

statistical measures are as follows: 

 

 Recall: It is estimated as the ratio of correctly 

classified positives upon total positive count. 

Recall also called Sensitivity represents the 

percentage of overall positive cases present in the 

dataset.    

    𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇+

𝑇++𝐹−                                         (19) 

 

 Precision: It is the false positive rate or false alarm 

rate of a classifier which is estimated by the ratio of 

incorrectly classified negatives by the total 

negatives. 

   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇+

𝑇++𝐹+                                   (20) 

 

 F1-score: This is Precision and Recall's harmonic 

mean. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (21) 

C. Results and Discussion 

As discussed above, the simulation was done in 

different ways by taking the different subset of input 

features. The simulation also done excluding the source 

and destination port as an input feature as well. The 

selected features using the feature selection techniques 

Chi-Square and ANOVA are mentioned in TABLE VII. 

The results are presented and discussed in subsections 

C1 and C2. The comparative analysis is presented in 

subsection C3.  

 

C1 Results considering the basic and  flow-based 

feature subsets 

 

TABLE VIII and IX listed the precision, recall, f1-

score, and accuracy rate obtained after extensive 

simulation using the datasets of SAMPARK and UNIBS, 

respectively. The performance of the Chi-Square, 

ANOVA, and PCA techniques combined with different 

ML techniques are also analyzed and presented. The 

simulation results show that the performance of 

proposed hybrid model on SAMPARK dataset. The 

results show the significant improvements compared to 

the UNIBS dataset. The results show that the 

contribution of the Chi-Square method with most of the 

classifier outperforms other combinations. The accuracy 

rate achieved with the different combinations varies 

from 89% to 99%. From the results, it can be easily 

perceived that Chi-Square with Random Forest 

outperforms other approaches. By considering three 

feature subsets, the maximum accuracy achieved by this 

combination is 99.46%. The accuracy varies with the 

number of features. The selected features are indicated 

by the numeric number taken from the TABLE IV.     

TABLE VII.  FEATURE  SELECTED USING FEATURE SELECTION 

TECHNIQUES 

 

 

FS 

Method 

Selected Features Name 

 For SAMPARK   Dataset For UNIBS Dataset 

Chi-

Square 

Source Port (4), 

Destination    Port (5), 

Flow Size (7), Flow 

Duration (9), 1st packet 

size in flow (8), Flow 

Count (6). 

Flow Size (7), Flow 

Duration (9), Source 

Port (4), Destination 

Port (5), Flow Count 

(6), 1st packet size in 

flow (8). 

ANOVA Source Port (4), 

Destination Port (5), 

Flow Size (7), 1st 

packet size in flow (8), 

Flow Duration (9), 

Flow IAT (10). 

Source Port (4), Flow 

Duration (9), Flow 

IAT (10), Destination 

Port (5), Flow Count 

(6), 1st packet size in 

flow (8).  
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The simulation was also done on UNIBS dataset 

considering same number of features. The selected 

features and results obtained are presented in TABLE 

IX. Here also Chi-Square, ANOVA and PCA is 

combined with the classifiers considered. It can be seen 

from the table that Chi-square or ANOVA with DT or 

RF performed better as compare to other models. It can 

also be inferred from TABLE IX that the maximum 

accuracy achieved is 96.06% for combination of 

ANOVA and DT when six features are considered. In 

case of three features the accuracy achieved is 94.52% 

for Chi-Square and RF model. Apart from the 

observations specified in the TABLE VIII and IX, it was 

tested further for more than six features on both the 

dataset SAMPARK and UNIBS, but the accuracy 

achieved is low and is not reported in the paper. For ease 

of understanding, Figure. 4, 5 and 6 graphically 

represent the comparison of classifiers in terms of 

accuracy of P2P traffic identification with different 

feature subset.  

C2 Results considering the flow-based feature 

subsets with feature selection techniques 

We also analysed the performance of the models by 

excluding the source and destination port from input 

features using the considerd feature selection techniques. 

The results are tabulated in the TABLE X and XI for the 

SAMPARK and UNIBS datset respectively. The 

ANOVA with RF classifier comparably performing 

better and achieved the high accuracy of 95.44% with 

four features on SAMPARK dataset. The selected flow-

based features are Flow Size (7), 1st packet size in flow 

(8), Flow Duration (9), Flow IAT (10).  Considering the 

five features (6-10), the Anova-RF and χ2-RF 

combination also achive the same accuracy. For UNIBS, 

as stated in TABLE XI, the ANOVA-RF combination is 

outperformed others with an accuracy of 90.89% 

considering the five features (6-10). The accuracy is 

good, but it is underperformed when compare the results 

obtained by simulation of model on SAMPARK dataset. 

C3 Comparison with other existing approaches   

The comparative analysis states that the proposed 

approach achieve better performance with an accuracy 

rate of 99.46% using Chi-Square as feature selection and 

RF as a classification technique on the SAMPARK 

dataset. 

 

 

 

TABLE VIII.  PERFORMANCE EVALUTION CONSIDERING SAMPARK DATASET
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ML Techniques 

Precision Recall F1-Score Accuracy 

χ
2
 

A
N
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χ
2
 

A
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A
 

P
C

A
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A
 

P
C

A
 

χ
2
 

A
N

O
V

A
 

P
C

A
 

Feature Selected: 02; Features are: (4, 5) for χ2; (4,5) for ANOVA. 

Decision Tree 99 99 95 99 99 95 99 99 95 99.40 99.40 95.39 

Random Forest 99 99 97 99 99 97 99 99 97 99.40 99.40 96.58 

Naïve Bayes 90 90 88 89 89 82 86 86 84 89.09 89.09 81.71 

KNN 99 99 97 99 99 97 99 99 97 99.12 99.13 96.74 

SVM 98 98 95 98 98 95 98 98 95 98.48 98.48 94.90 

Feature Selected: 03; Features are: (4, 5, 7) for χ2; (4, 5, 9) for ANOVA. 

Decision Tree 99 99 97 99 99 97 99 99 97 99.24 99.13 96.53 

Random Forest 99 99 97 99 99 97 99 99 97 99.46 99.08 97.34 

Naïve Bayes 90 90 96 89 89 96 86 86 96 89.09 89.09 96.42 

KNN 99 99 98 99 99 98 99 99 98 99.08 98.59 97.56 

SVM 98 98 97 98 98 97 98 98 97 98.26 98.21 96.91 

Feature Selected: 04; Features are: (4, 5, 7, 9) for χ2; (4, 5, 8, 9) for ANOVA. 

Decision Tree 99 99 97 99 99 97 99 99 97 98.75 99.08 96.85 

Random Forest 99 99 98 99 99 98 99 99 98 99.13 99.13 97.78 

Naïve Bayes 90 90 97 89 89 97 86 87 97 89.09 89.42 97.02 

KNN 99 99 97 99 99 97 99 99 97 98.53 98.59 97.34 

SVM 98 98 97 98 98 97 98 98 97 97.88 97.88 97.12 

Feature Selected: 05; Features are: (4, 5, 7, 9, 8) for χ2; (4, 5, 8, 9, 10) for ANOVA. 

Decision Tree 99 99 97 99 99 97 99 99 97 98.81 98.53 97.18 

Random Forest 99 99 98 99 99 98 99 99 98 99.24 99.02 98.10 

Naïve Bayes 90 89 96 89 89 96 87 86 95 89.42 88.82 95.55 

KNN 99 98 98 99 98 98 99 98 97 98.53 98.32 97.56 

SVM 97 98 97 97 98 97 97 98 97 97.29 97.67 97.18 

Feature Selected: 06; Features are: (4, 5, 7, 9, 8, 6) for χ2; (4, 5, 7, 8, 9, 10) for ANOVA. 

Decision Tree 99 99 98 99 99 98 99 99 98 98.75 98.70 97.72 

Random Forest 99 99 98 99 99 98 99 99 98 99.13 99.08 98.37 

Naïve Bayes 90 88 95 89 89 95 87 86 94 89.37 88.82 94.90 

KNN 99 98 98 99 98 98 99 98 98 98.53 98.26 97.88 

SVM 97 97 97 97 97 97 97 97 97 97.23 97.45 97.23 
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TABLE IX.  PERFORMANCE EVALUTION CONSIDERING UNIBS (UNIBS20091001) DATASET 

 

 

Figure 4.  P2P identification accuracy of various ML Techniques 

applied on features selected using Chi-Square on SAMPARK dataset 

 

 

Figure 5.  P2P identification accuracy of various ML Techniques 

applied on features selected using ANOVA on SAMPARK dataset 
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Feature Selected: 02; Features are: (7, 9) for χ2; (4, 9) for ANOVA. 

Decision Tree 90 93 90 90 93 90 90 93 90 89.79 92.85 89.85 

Random Forest 90 93 91 91 94 92 90 94 92 90.92 93.66 91.83 

Naïve Bayes 85 85 83 88 88 87 85 85 84 88.03 88.17 87.49 

KNN 88 91 91 89 92 92 88 91 92 89.30 91.69 91.77 

SVM 88 88 89 89 89 89 85 86 86 88.86 89.11 89.29 

Feature Selected: 03; Features are: (7, 9, 4) for χ2; (4, 9, 10) for ANOVA. 

Decision Tree 94 93 92 94 93 92 94 93 92 93.68 92.71 91.59 

Random Forest 94 93 93 95 94 93 94 93 93 94.52 93.64 93.23 

Naïve Bayes 85 85 83 88 88 87 85 85 84 88.06 87.92 87.49 

KNN 91 90 92 92 91 93 91 90 92 91.52 90.65 92.52 

SVM 88 88 89 89 89 90 85 87 87 89.05 89.34 89.63 

Feature Selected: 04; Features are: (7, 9, 4, 5) for χ2; (4, 5, 9, 10) for ANOVA. 

Decision Tree 96 95 93 96 95 93 96 96 93 95.55 95.45 93.12 

Random Forest 96 96 94 96 96 94 96 96 94 95.94 95.79 94.43 

Naïve Bayes 85 85 83 88 88 87 85 85 84 88.07 87.97 87.48 

KNN 96 95 93 96 94 93 96 95 93 95.60 94.50 93.29 

SVM 90 89 89 90 90 90 88 89 87 90.33 9049 89.83 

Feature Selected: 05; Features are: (7, 9, 4, 5, 6) for χ2: (4, 5, 6, 8, 9, 10) for ANOVA. 

Decision Tree 96 95 93 96 95 93 96 95 93 95.64 95.44 93.22 

Random Forest 96 96 94 96 96 95 96 96 94 95.84 95.92 94.55 

Naïve Bayes 85 85 82 88 88 86 85 85 84 88.02 87.98 85.52 

KNN 96 94 93 96 94 94 96 94 93 95.50 94.33 93.53 

SVM 90 90 89 90 91 90 88 89 88 90.31 9078 9042 

Feature Selected: 06; Features are: (7, 9, 4, 5, 6, 8) for χ2: (4, 5, 6, 8, 9, 10) for ANOVA. 

Decision Tree 95 95 93 95 95 93 95 95 93 95.15 95.31 93.17 

Random Forest 96 96 94 96 96 95 96 96 95 95.93 96.06 94.62 

Naïve Bayes 85 85 82 88 88 86 85 85 84 88.04 87.91 85.56 

KNN 96 94 93 96 94 94 96 94 93 95.54 94.49 93.57 

SVM 90 90 90 91 91 91 88 89 89 90.64 90.79 90.56 
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TABLE X.  PERFORMANCE EVALUATION OF SAMPARK DATASET EXCLUDING THE SRC. AND DEST. PORT FROM INPUT LIST          

 

 

 

Figure 6.  P2P identification accuracy of various ML Techniques 

applied on features selected using PCA on SAMPARK dataset 

Yan et al. [25] achieved 93.9% flow accuracy on the 

UNIBS dataset using flow behavior-based technique. 

Jeffrey et al. [24] achieved 91.70% accuracy on the 

AUCK-IV sub dataset with limited port numbers. Saber 

et al. [28] have claimed the accuracy of 96% when it 

takes the shorter flow time-outs (15s) using PCA and 

SVM. Mohammadi et al. [29] have claimed a similar 

accuracy on his dataset but the approaches used are 

Genetic Algorithm and KNN classifier on a comparably  

 

 

small dataset. Wang et al. [40] and Cao et al. [23] has 

also achieved a good accuracy using feature selection 

and ML techniques. But Wang et al. used 10 ms 

sampling time of data packets whereas the dataset used 

by Cao et al. have mostly TCP (95%) data. Our 

SAMPARK dataset is large in size and consists of traces 

of traffic from varied protocols and services. Only 51% 

(appx.) traffic belongs to TCP.  

 

The above comparative analysis reveals that the 

proposed approaches outperform the reported similar 

hybrid approaches. Among the proposed hybrid 

approaches, RF-χ2 achieved the best accuracy on 

SAMPARK dataset.  It is also noted that the feature 

selection techniques contributed to enhancing the 

performance of the proposed model. Random forest is 

mostly outperforming others and suited here because of 

large dataset.  

5. CONCLUSION AND FUTURE WORK 

Identifying traffic accurately has become one of the 

prerequisites for the network administrator to ensure 

adequate Quality-of-Service (QoS). The paper proposes 
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Feature Selected: 02; Features are: (6, 9) for χ2; (8, 9) for ANOVA. 

Decision Tree 91 92 89 91 92 88 91 92 89 91.17 92.19 88,13 

Random Forest 91 92 91 91 92 92 91 92 92 91.32 92.11 91.71 

Naïve Bayes 74 89 91 86 88 90 79 83 88 85.93 87.52 90.01 

KNN 74 81 74 86 85 86 79 81 79 85.93 85.46 85.93 

SVM 86 91 92 88 92 92 86 91 92 87.95 91.79 92.44 

Feature Selected: 03; Features are: (7, 8, 9) for χ2; (8, 9, 10) for ANOVA. 

Decision Tree 95 91 91 95 91 90 95 91 91 94.54 90.77 90.17 

Random Forest 95 93 94 95 93 94 95 93 94 94.75 92.91 94.18 

Naïve Bayes 89 89 91 87 88 90 83 83 88 87.41 87.52 90.20 

KNN 81 80 86 86 84 88 81 81 86 85.64 84.48 87.84 

SVM 91 89 94 92 90 94 91 89 93 91.79 89.76 93.81 

Feature Selected: 04; Features are: (6, 7, 8, 9) for χ2; (7, 8, 9, 10) for ANOVA. 

Decision Tree 95 95 92 95 94 92 95 94 92 94.61 94.39 92.08 

Random Forest 95 95 94 95 95 94 95 95 94 94.83 95.44 94.39 

Naïve Bayes 89 89 91 87 87 90 83 83 88 87.37 87.34 90.16 

KNN 81 80 86 86 85 87 82 82 86 85.75 84.59 87.48 

SVM 92 89 93 92 90 93 92 88 93 92.08 89.69 93.09 

Feature Selected: 05; Features are: (6-10) for χ2: (6-10) for ANOVA. 

Decision Tree 95 95 92 94 94 92 94 94 92 94.39 94.39 92.00 

Random Forest 95 95 94 95 95 94 95 95 94 95.44 95.44 94.28 

Naïve Bayes 89 89 91 87 87 90 82 82 88 87.26 87.26 90.16 

KNN 80 80 86 85 85 88 82 82 86 84.55 84.55 87.59 

SVM 89 89 93 90 90 93 88 88 93 89.62 89.62 93.23 
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TABLE XI.  PERFORMANCE EVALUATION OF UNIBS DATASET EXCLUDING THE SRC. AND DEST. PORT FROM INPUT LIST          

 

a hybrid methodology for P2P traffic identification. We 

have studied the effect of feature selection and ML 

methods for P2P traffic identification and proposed 

hybrid approaches by amalgamating port-based, feature 

selection, and machine learning techniques. The feature 

subsets are selected using Chi- Square, ANOVA, and 

PCA. The extensive simulation is carried out considering 

five ML algorithms and compared all the developed 

approaches with all possible combinations. The results 

have been analyzed and it is concluded that the Random 

Forest classifier with Chi-Square outperforms the other 

proposed approaches. The maximum accuracy achieved 

is 99.46% of accuracy and it is considerably better than 

the similar approaches reported in the literature. 

 

It has been realized during the experimentation that 

P2P traffic identification is not sufficient while a fine-

grained classification is emerging in the near future. It 

may also be important to establish a generic approach 

that can classify the new applications as well as existing 

P2P applications so that network traffic can be properly  

 

handled. The research and SAMPARK dataset will 

provide a sound foundation for building and analyzing  

 

the solution for various P2P issues like selfish peer, flash 

crowd, overlay design, chunk scheduling, attack 

identification, etc.   
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