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Abstract: Text summarization is a natural language processing method that reduces the text in the article and provides the important 

information from the document. Few researches have been carried out in the text summarization in the Telugu language and have 

lower efficiency in Telugu Text summarization. In this research, the Long-Short Term Memory (LSTM) with Rectified Adam 

Optimizer (RAdam) method and focal loss function is proposed for text summarization in Telugu e-news data. The Eenadu Telugu e-

news data of various categories are collected to evaluate the performance of the proposed LSTM with RAdam method. Tokenization 

method is applied in the pre-processing method to extract the important keywords from the input data. Focal loss function is applied 

between the cells of LSTM to handle the imbalance data problem. Modulation function in the focal loss function down weight the 

easy examples to focus on hard examples and effectively handles the imbalance data. The proposed LSTM with RAdam method has 

advantage of using Exponential Moving Average (EMA) for adaptive learning rate and rectify the variance. The proposed LSTM 

with RAdam method is evaluated in 10 categories of e-news data to analysis the performance. This proposed LSTM with RAdam 

method has 93.46% accuracy and existing LSTM method has 86.92% accuracy. 

Keywords: Eenadu Telugu e-News, Long-Short Term Memory (LSTM) with Rectified Adam Optimizer (RAdam), Telugu 

Language, Text Summarization and Tokenization. 

1. INTRODUCTION 

Automatic text summarization is the process of 
extracting the key sentences from input documents to 
effectively represent the document and this is a potential 
solution to information overloading problem. Moreover, 
the text summarization reduces the length of the input 
document with its overall meaning and information [1]. 
Initially, the text summarization process relies on the 
document frequency method to represent the document 
based on the repeated words. Text summarization 
methods have included with a variety of features and 
heuristics in the process of content selection [2]. Text 
summarization is classified into two types, namely 
abstractive or extractive. The abstract text summarization 
methods involve in generating the summarization of text 
using a text or sentences which is not present in the 
original documents. The extractive text summarization 
methods use only the word or sentences from the original 
document [3]. Single document summarization method 
generates the summarization for the single text document 
and multiple document summarization method has the 

capacity to generate the text summarization for more than 
one documents [4]. The statistical based method measures 
the weight of key terms like title, keywords, position, cue 
words and total weight of sentences is used to determine 
the sentence importance. The linguistic method analysis 
the term relationship in the document using extract 
meaningful sentence, grammar analysis, part-of-speech 
and thesaurus usage [5].  

Recently, deep learning methods like LSTM gained 
more attention in many Natural Language Processing 
(NLP) tasks such as text classification, sentiment analysis, 
language understanding and language translation. 
Followed by the success of achieving higher performance 
of Deep learning in NLP applications, many researches 
are applying deep learning in text summarization to 
analysis its capacity [6, 7, 8]. Text summarization state-
of-art method depends on the machine learning and deep 
learning techniques. This kind of Text summarization 
method analysis the salient features of sentences in the 
document and extract the sentence of most salient value. 
As the deep learning methods are not involving in 
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paraphrasing process and sentence construction, this have 
the advantage of language independent [9, 10]. LSTM 
method has the limitation of poor learning rate that affects 
the performance of the model. 

In this study, the LSTM with RAdam is proposed for 
the text summarization in the Telugu language. The 
RAdam method is applied to select the optimal learning 
rate for the LSTM. Focus loss function is applied to 
handle the imbalance data problem in the summarization 
process. The Eenadu e-news data were collected to 
evaluate the performance of the proposed LSTM with 
RAdam method. Tokenization method is applied to 
extract the important information from input data. The 
LSTM with RAdam method performs text summarization 
in the tokenized data. The existing method has the lower 
efficiency in imbalance data. The proposed model applies 
focal loss function to handle the imbalance data. The 
objective of this research is presented as follows: 

1. The LSTM with RAdam method is proposed in 
the tokenized data to perform text summarization 
in Telugu e-news data. The LSTM with RAdam 
method has the advantage of using the EMA 
method for adaptive learning rate and rectify the 
variance. 

2. The Eenadu Telugu e-news data were collected 
to analysis the efficiency of proposed LSTM 
with RAdam in text summarization. The 10 
categories of Telugu news were collected to 
analysis the efficiency. 

3. The proposed LSTM with RAdam method is 
compared with LSTM and RNN to analysis the 
performance. The proposed LSTM with RAdam 
method is also compared with LSTM with Adam 
optimizer method. 

4. Focal loss function applies between each cell of 
LSTM to handle the imbalance data problem in 
the classification. 

5. Focal loss function classifies and balance the 
positive/negative examples in the class. Focal 
loss function reduces the down weight of easy 
examples and focus on hard negative in training 
process. 

The formulation of this research paper is given as 
follows: text summarization researches are reviewed in 
the section 2, the tokenization and LSTM with RAdam 
method is explained in section 3, the experimental design 
information is given in section 4, the proposed LSTM 
with RAdam method performance is analysed in section 5 
and conclusion is in section 6. 

2. LITERATURE REVIEW 

Text summarization is the process of reducing the text 
in article to extract the useful information from the 
articles. Many text summarization researches have been 

carried out to provide useful information in English 
Language and notable researches on the text 
summarization are reviewed in this section. 

Naidu et al. [11] developed automatic keyword 
extraction algorithm based on Telugu POS tagging 
method for text summarization in Telugu Language. The 
Telugu e-newspaper datasets were used to evaluate the 
performance of this method. The probabilistic distribution 
was measured to train the model. The result shows 
developed method has higher efficiency in the text 
summarization in Telugu news articles. The feature 
selection and classification method can be used for the 
effective text summarization. 

Elbarougy et al. [12] proposed graph based method for 
Arabic text summarization that represents the document 
sentences as a vertices and graph. A Modified PageRank 
method with initial score was applied to each node, which 
represents the number of nouns in the sentences. The 
cosine similarity was used to find the summarization 
based on the similarity of various sentences. The 
developed algorithm solved the problem of finding the 
noun in the sentences in Arabic language that suffered 
from the absence of capital and small letters. The 
developed method applied Modified PageRank algorithm 
in multiple iteration to improve performance of 
summaries generation. The feature selection method can 
be applied to increase the text summarization efficiency. 

Gomez et al. [13] proposed Multi-Objective Artificial 
Bee Colony (MOABC) method for the automatic text 
summarization. The Document Understanding Conference 
(DUC) dataset is applied to analysis the efficiency of the 
method. This MOABC method has been applied for 
multi-document summarization and compared with 
existing methods. The exploitation process of MOABC 
method is needed to improve the efficiency of text 
summarization. 

Diao et al. [14] proposed Hierarchical Attention based 
method with contextualized representation for the text 
summarization process. The contextual information is 
applied developed Hierarchical model to increases the 
regression in sentence for text summarization. The Bi-
GRU is applied to analysis the word level and sentence 
level contextual relation and the contextual representation 
was allowed across linguistic context information.  This 
analysis shows that the CRHASum method has the higher 
efficiency compared to existing method in text 
summarization. The developed model has lower 
efficiency in analysis the upper bound analysis and this 
requires to leverage more semantic information. 

 

Radaideh and Bataineh [15] proposed hybrid single 
document text-summarization method. The approach 
consists of statistical features, domain knowledge and 
genetic algorithm to select the important points in Arabic 
political document. The two datasets such as KALIMAT 
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and Essex were used to analysis the efficiency of 
developed method. The summary of the text is created 
based on the shortest path of the first and last sentences.  
The limitation of the method is summary first and last 
sentence must be similar to document first and last 
sentence that does not provide optimal solutions. 

Liu et al. [16] proposed Rectified Adam (RAdam) 
method for rectify the variance of the adaptive learning 
rate. The developed model is evaluated for image 
classification, language modeling and neural network 
analysis. The RAdam method has the advantage of 
effectively update the learning rate of the classifier model 
based on the input data. The model test accuracy is low 
and this requires the more number of sample data for 
effective classification that tends to low performance in 
imbalance data. 

A. Problem Definition and Solution 

Many existing Text summarization methods failed to 
analyse the past and future data. Some of the existing 
methods select the irrelevant features for the Text 
summarization, which affects the overall performance of 
respective method. Many existing methods have been 
applied for the Text summarization in English language 
and only fewer studies is applied for the Telugu language. 
Some studies involve in applying the LSTM network for 
the Text summarization and achieves considerable 
performance. The learning rate and momentum parameter 
of LSTM network is needed to be optimized for effective 
performance. Telugu language has rich agglutinative 
characteristics and make it difficult for Text 
summarization. 

Solutions: This research involves in applying the 
LSTM with RAdam Optimization method for the Text 
summarization of Telugu e-news data. The LSTM method 
has the advantage of analysis the past and future data for 
the Text summarization and it also holds the important 
feature for long duration. The RAdam optimization 
method optimizes the learning rate and moment value of 
the LSTM network to increases the efficiency of analysis 
in Telugu summarization. The proposed LSTM with 
RAdam method has the capacity to handle rich 
agglutinative characteristics for Text summarization. 

3. PROPOSED METHOD 

Text summarization is the process of reducing the text 
in the article to extract the important information. Few 
researches were carried out in the text summarization in 
the Telugu language and have lower performance. The 
LSTM with RAdam method is proposed for text 
summarization in Telugu language. The collected Eenadu 
Telugu e-news data were applied to analysis the efficiency 
of proposed LSTM with RAdam method.  

 
 

Figure 1.  The block diagram of proposed LSTM with RAdam method 

Tokenization method is applied in the input data to 
extract the important keywords from the information. The 
LSTM with RAdam method performs text summarization 
in the tokenized data. The block diagram of the proposed 
LSTM with RAdam method in text summarization is 
shown in Figure 1. 

A. Tokenization 

Tokenization method separates the input sentences 
from the dataset into small tokens and the input sentence 
may contain a word-space and delimiters. In this method, 
N-gram tokenizer is employed to eliminate the word-
spaces and delimiters. 

For example, a sentence from input data such as 

“ఓపెనర్ రోహిత్శర్మ ఓ రికార్డు ను ఖాతాలో వేసుకున్ాాడు. 
ఓపెనర్గా అతి తకుువ ఇన్ాింగ్స్లోో  7000 పర్డగులు పూరిి 
చేసుకునా బ్యాట్స్మన్గా అతడు (137 ఇన్ాింగ్స్) ఘనత 

సాధ ించాడు. దక్షిణాఫ్రికా ఓపెనర్ హషీమ్ ఆమాో  (147 ఇన్ాింగ్స్) 
పేరిట ఉనా రికార్డు ను బ్దదలు కొటయా డు. ఈ జాబితాలో సచిన్ 

(160), ద లాా న్ (165) తరాాతి సాా న్ాలోో  ఉన్ాార్డ.”.  

 

After N-gram tokenizer is applied in input sentence, 
the result is obtained as 

'▁ఓపెనర్', '▁రోహిత్', '▁శర్మ', '▁ఓ', '▁రికార్డు ', 'ను', 
'▁ఖాతాలో', '▁వేసుకున్ాాడు', '.', '▁ఓపెనర్', '▁గా', '▁అతి', 

'▁తకుువ', '▁ఇన్ాింగ్స్', '▁లోో ', '▁70', '00', '▁పర్డగులు', 
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'▁పూరిి ', '▁చేసుకునా', '▁బ్యాట్స', 'స్', '▁మన్', '▁గా', 
'▁అతడు', '▁(13', '7', '▁ఇన్ాింగ్స్', '▁)', '▁ఘనత', 

'▁సాధ ించాడు', '.', '▁దక్షిణాఫ్రికా', '▁ఓపెనర్', '▁హష', 'ీీమ్', 

'▁ఆ', 'మ్', 'లా', '▁(14', '7', '▁ఇన్ాింగ్స్', '▁)', '▁పేరిట', 

'▁ఉనా', '▁రికార్డు ', 'ను', '▁బ్దదలు', '▁కొటయా డు', '.', '▁ఈ', 

'▁జాబితాలో', '▁సచిన్', '▁(16', '0),', '▁ద ల్', 'షాన్', '▁(16', 

'5)', '▁తరాాత', ' రీ', '▁సాా న్ాలోో ', '▁ఉన్ాార్డ', '.'.  
For further analysis, the result is kept in the form of an 

array. 

B. Long-Short Term Memory with Rectified Adam 

Optimizer 

Text summarization process requires the latest data 
and previous data, so LSTM network is applied in this text 
summarization process. The hidden layer of LSTM self-
feedback method has the advantage of handling the long-
term dependence problems [16], and the memory cell in 
LSTM unit stores the information that are updated by 
three gates namely input, output and forget gate [17, 18, 
19]. The basic structure of LSTM is shown in Figure 2. 

 
Figure 2.  The basic structure of LSTM 

Telugu input text data is denoted as tx  at time t in the 

LSTM cell and LSTM cell output cell is denoted as 1th   at 

the previous moment. The memory cell value is tC , the 

LSTM cell output is th . The working of LSTM is 

explained into following steps. 

1. The candidate memory cell tc  is calculated and 

the weight matrix cW , then the bias cb  is 

calculated, as shown in Eq. (1). 

  1tanh . ,t c t t cC W h x b                      (1) 

2. The input gate ti  is calculated, the input gate 

controls the memory cell state value of current 
input data. The sigmoid function is denoted as

 , the weight matrix is denoted as  iW , and 

the bias is denoted as ib , as shown in Eq. (2). 

  1. ,t i t t ii W h x b      (2) 

3. The forget gate tf  value is calculated and the 

memory cell state value of historical data is 
controlled by the forget gate, the weight matrix 

is denoted as fW , the bias is denoted as fb , as 

shown in Eq. (3). 

  1. ,t i t t ff W h x b                    (3) 

4. The current moment memory cell value tc  and 

the last LSTM unit state value 1tc   is 

calculated, as shown in Eq. (4). 

1 tt t t tc f c i c        (4) 

Where " "  is the dot product. The memory cell 
update is based on the candidate cell and last cell state 
value, and input and forget gate is used to control memory 
cell. 

5. The output gate to  value is calculated, the 

memory cell state value is controlled by the 
output gate. The weight matrix is denoted as 

0W , the bias is denoted as 0b  and sigmoid 

function is denoted as , as given in Eq. (5). 

  0 1 0. ,t t to W h x b                   (5) 

6. Finally, the LSTM unit th  is calculated based 

on 𝑡𝑎𝑛ℎ  activation function, as shown in Eq. 
(6). 

 tanht t th o c                    (6) 

The LSTM uses the memory cell and three control 
gates to store, reset, read and update the long-time 
information easily. The weight matrix dimension is 
adjusted to change the output dimension due to the LSTM 
internal parameters sharing mechanism. LSTM applies 
long-time delay between the input and feedback. This 
architecture memory cell state value maintains continuous 
error flow and this cause gradient neither explode nor 

explode. The current momentum memory cell tc  and 

learning rate of LSTM network is optimized using 
Rectified Adam Optimizer. The objective function  of 

RAdam provide optimal value of learning rate iW  of 

LSTM network. 

1) Focal Loss function 
The Focal loss function is applied between each cell in 

the proposed LSTM with RAdam. The Focal loss function 
is developed for text summarization process to handle the 
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imbalance data in the classes during training. The focal 
loss function is applied based on the Cross Entropy (CE) 
for binary classification, as shown in Eq. (7). 

𝐶𝐸(𝑐𝑡 , 𝑦) = {
−log⁡(𝑐𝑡) 𝑖𝑓⁡𝑦 = 1

−log⁡(1 − 𝑐𝑡) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (7) 

The ground truth is denoted as 𝑦 ∈ {±1}  and 
probability estimation of model’s 𝑝 ∈ [0, 1] for the class 
with label 𝑦 = 1, defined as 𝑐𝑡, as shown in Eq. (8). 

ct = {
𝑐𝑡 𝑖𝑓⁡𝑦 = 1

1 − ct 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (8) 

And rewrite 𝐶𝐸(𝑐𝑡 , 𝑦) = 𝐶𝐸(𝑐𝑡) = −log⁡(ct) 

If loss function summed over a large number of easy 
examples, the small loss values can overwhelm the rare 
class. 

Balanced Cross entropy 

Applying a weighting factor 𝛼 ∈ [0,1] for class 1 and 
1 − 𝛼  for class -1 is a common method for addressing 
class imbalance problem. The inverse class frequency is 
denoted as 𝛼  and cross-validation is set to teat as a 
hyperparameter. The 𝑐𝑡 is denoted with 𝛼𝑡 and 𝛼-balanced 
CE loss as shown in Eq. (9). 

𝐶𝐸(𝑐𝑡) = −𝛼𝑡log⁡(𝑐𝑡)  (9) 

This loss is the extension to CE and in the focal loss, 
this is considered as experimental baseline. 

Focal Loss Definition 

The large class imbalance data in the training process 
overwhelms the cross entropy loss. The majority of loss is 
comprising in easily classified negatives and dominate the 
gradient. The 𝛼  balance the positive/negative examples 
and this doesn’t differentiate easy/hard examples. The 
reshape loss function is applied to provide less weight for 
easy examples and focus on hard negatives in training. 

The cross entropy with tunable focusing parameter 
𝛾 ≥ 0  is added with Modulating factor (1 − ct)

𝛾 . The 
focal loss is shown in Eq. (10). 

𝐹𝐿(𝑐𝑡) = −(1 − 𝑐𝑡)
𝛾log⁡(𝑐𝑡)  (10) 

The focal loss is analysed for several value of 
𝛾 ∈ [0,5] and two characteristics of focal loss is analysed. 
If 𝑐𝑡  is small and sample is misclassified, then the 
modulating factor is near 1 and the loss is unaffected. The 
factor goes to 0 if the  𝑐𝑡 → 1, and well-classified samples 
loss is down-weighted. The focusing parameter 𝛾 
smoothly adjusts to down-weighted easy examples. If 
𝛾 = 0, Focal Loss is equal to CE, and increases in 𝛾 is 
likely to increases the modulating factor effect. 

For easy samples, the loss reduces for the modulating 
factor and increases the range to reduce loss value. If 
𝛾 = 2  and 𝑐𝑡 = 0.9 , this would have 100 ×  lower loss 
compared to CE and if 𝑐𝑡 ≈ 0.968 , this would have 

1000 ×  lower loss. This helps to reduces the 
misclassification. 

In practice, an 𝛼-balanced variant of the focal loss as 
shown in Eq. (11). 

𝐹𝐿(𝑐𝑡+1) = −𝛼𝑡(1 − 𝑐𝑡)
𝛾 log(𝑐𝑡) (11) 

This model is applied in RAdam-LSTM model to 
handle the imbalance data. 

2) Rectified Adam Optimizer 
Adam method selects the learning rate parameter 

adaptively. Similar to RMSprop and Adadelta, the Adam 

method stores a past squared gradient tv  with 

exponentially decaying average. In additional, the Adam 

method stores past gradients tm  and exponentially 

decaying average as shown in eq. (12-14). Similar to 
momentum, the gradients are computed with respect to 
the stochastic object at timestep t . 

 1t t tg f                   (12) 

 1 1 11t t tm m g                   (13) 

  2

2 1 21t t tv g                    (14) 

The tm and t  denotes the first and last moment of 

the gradient, respectively. Adam are biased toward zero as 

tm  and t  are set as of 0’s vectors. If decay rate and 

initial time steps are zero(i.e. 1 and 2  are close to 1), 

the Adam are biased towards zero. In order to counteract 
these biases, the bias-corrected first and second moment 
estimates are computed, as shown in Eq. (15) & (16). 

11

new t

t t

m
m





                (15) 

21

new t

t t








                              (16) 

The exponential moving average (EMA) can be 
interpreted as an approximation to the simple moving 
average (SMA) [20], as shown in Eq. (17). 

 

 

2,2 2

2 2 11 1

22

1

,1

t f tt i

i t ii i

t

g g

f t


 

 




  

  
   

   
   

 
 (17) 

Where the degree of freedom is denoted as  and 

estimation of  at t for quantitative analysis. 

Similar to RMSprop and Adadelta, the parameters are 
updated that yields the Adam update rule, as shown in Eq. 
(18). 

1

new

t t t
new

m


 


  


                  (18) 
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The default values of Adam are 0.9 for 1 , 0.999 for

2 , and 10−8 for . Adam shows the higher performance 

in practice compares to other adaptive learning-method 
analyzed [19]. The pseudo code for the LSTM-RNN with 
Adam Optimizer is shown as follows: 

Pseudo Code: Algorithm: LSTM Algorithm with 

Rectified Adam Optimizer 

1.  Class LSTM-RNN [Telugu e-news data, 

_weights, _biases] 

2.  Collection of Telugu e-News data 

3.   , , |i n nD x y i f and n N    

 //Database with N instances and f  

features 

4.  Xtrain, Xtest, Ytrain, Ytest   train_test_split(Telugu 

e-News data,test_size=0.3)  // spitting the data 

into training data and testing data for the LSTM-

RNN model 

5.  def model: 

While t  is not converged do 

6.  0 0, 0,0m  
 (Initialize moving 1

st
 and 2

nd
 

moment) 

7.   22 / 1 1      (compute the maximum 

length of the approximated SMA) 

8.  while  1,...,t T do 

a.  1t t tg f    (Stochastic Gradients 

calculation) 

b.   2

2 1 21t t tv g      (Update 

exponential moving 2
nd

 moment) 

c.  1 1 11t t tm m g     (Update 

exponential moving 1
st
 moment) 

d.  1/ 1 t
t tm m    (Compute bias-

corrected moving average) 

e.  2 22 / 1t t

t t       (Compute 

the length of the approximated SMA) 

f. if the variance is tractable, i.e., 4t 

then 

i. 
21

t
t

t








 (Compute bias-

corrected moving 2
nd

 moment) 

ii. 
    
  

2

4 2

4 t

t

t

t
r

  

  

 

 




1 /t t t t t tr m      (Update 

parameters with adaptive 

momentum) 

g. else 

h. 1t t t tm      

i. (Update parameters with un-adapted 

momentum) 

End while  

Return; Resulting parameter 𝜃𝑡  

 

4. EXPERIMENTAL DESIGN 

Text summarization is the process of providing the 
useful information from many documents to save user 
effect to find the relevant information. This research 
involves in applying the LSTM with RAdam optimizer for 
effective text summarization of Telugu e-Newspaper data. 
This section provides the detailed description about the 
dataset, metrics used, system requirement and parameter 
settings. 
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Figure 3.  Eenadu Website Homepage 

Dataset: Eenadu e-news data were collected using 
fastAPI to evaluate the performance of LSTM with 
RAdam in Text summarization. The size of Eenadu 
collected data is 0.91 GB and proposed method is 
evaluated in the data. The 150 articles with 1223 
keywords were collected to evaluate the performance of 
the model. The Eenadu website homepage samples is 
presented in Figure 3. 

Metrics used: The accuracy, precision, recall and F-
Score were shown in Eq. (19-22) and the metrics used to 
analyse the efficiency of the proposed LSTM with 
RAdam method in Text summarization. 

TP TN
Accuracy

TP TN FP FN




  
         

(19) 

TP
precision

TP FP



                          

(20) 

TP
Recall

TP FN



                              (21) 

2

2

TP
F Score

TP FP FN
 

 
               

(22) 

Parameter Settings: The epochs of the LSTM 
network is set as 1e-05, 6 layers are used in LSTM and 
dropout value is set as 0.2. The ReLU network layer is 
used with momentum 0.1. 

System Requirement: The proposed LSTM with 
RAdam method is implemented in the system consists of 
Intel i7 process with 8 GB of RAM and is implemented in 
the Python 3.7 with keras library. 

5. EXPERIMENTAL RESULTS 

Text summarization is the process of reducing the text 
in the article to provide useful information of the article. 
The LSTM with RAdam method is proposed for text 
summarization in Telugu language. The Eenadu Telugu e-
news data is used to analysis the efficiency of the LSTM 
with RAdam in Text summarization. The tokenization 
method is applied to extract the important keywords from 
the data. The LSTM with RAdam method perform text 
summarization in input data. The following section 
provides the detailed information about the performance 
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of the proposed LSTM with RAdam method in text summarization.

 

Figure 4. Sample input to the proposed model and summarized output 

 

 
Figure 4.  The accuracy of the proposed LSTM with RAdam method 

The sample input text of the Eenadu data and the 
summarized output of the proposed model is shown in 
Figure 4. The sample input data denotes that the “Due to 
the corona virus, all league match are postponed” and the 
proposed model output denotes “All league match are 
postponed”. 

The accuracy of the proposed LSTM with RAdam 
method is measured for the text summarization in Telugu 
e-news data as shown in Figure 5. The proposed LSTM 

with RAdam optimizer is compared with Adam optimizer 
in Text summarization. The proposed LSTM with RAdam 
method is analysed on the 10 category of Telugu e-news. 
The proposed LSTM with RAdam has the higher accuracy 
compared with LSTM with Adam optimizer. The 
proposed LSTM with RAdam method has the advantage 
of using EMA to measure the adaptive learning rate and 
rectify the variance. The proposed LSTM with RAdam 
method has the accuracy of 90.34% and LSTM with 
Adam optimizer has 87.56% accuracy. 

Sample text input to the proposed Model: 
 

   ,      :                     ,               

                      (    )         .                 

                        . 
 
Summarized Output: 
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Figure 5.  The precision of the proposed LSTM with RAdam method 

The precision is measured for the proposed LSTM 
with RAdam method in Text summarization as shown in 
Figure 6. The proposed LSTM method with RAdam 
method is analysed for 10 category of Telugu e-news data. 
The proposed LSTM with RAdam has higher precision 
value compared to LSTM with Adam optimizer method in 

Text summarization. The proposed LSTM with RAdam 
method has the advantage of using EMA for measure 
adaptive learning and rectify the variance. The proposed 
LSTM with RAdam method has the precision of 95% and 
LSTM with Adam optimizer has 91% precision in 
Telangana news category. 

 

 
Figure 6.  The Recall of the proposed LSTM with RAdam method 

The recall value is measured for the proposed LSTM 
with RAdam method in Text summarization in Telugu e-
news data as shown in Figure 7. The proposed LSTM 
with RAdam method is compared with LSTM with Adam 
optimizer in 10 categories of Telugu e-news data. The 
proposed LSTM with RAdam has higher recall value than 

LSTM with Adam optimizer. The proposed LSTM with 
RAdam has higher recall value due to the EMA is used 
for adaptive learning rate and rectify the variance. The 
proposed LSTM with RAdam method has the recall value 
of 95% and LSTM with Adam optimizer has 93% in 
business news category. 
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Figure 7.  The F-Score of the proposed LSTM with RAdam method 

The F-Score is measured for the proposed LSTM with 
RAdam method for the text summarization in Telugu e-
news data as shown in Figure 8. The proposed LSTM 
with RAdam method is evaluated in 10 categories of 
Telugu e-news data. The proposed LSTM with RAdam 
has higher F-Score compared with LSTM with Adam 
optimizer. The LSTM with RAdam method has the 

advantage of using EMA method for adaptive learning 
rate and rectify the variance. The proposed LSTM with 
RAdam method has the F-Score of 94% and LSTM with 
Adam optimizer has 91% in Telangana news category. 

 

 

 

 
 

Figure 8.  Comparative analysis of the proposed LSTM with RAdam method 

TABLE I.  COMPARATIVE ANALYSIS 

Method Accuracy (%) Precision (%) Recall (%) F1score (%) 

RNN 82.67 83 83 83 

LSTM 86.92 87 87 87 

LSTM with RAdam Optimizer 93.46 93 92 93 
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TABLE II.  AVERAGE RESPONSE TIME OF THE PROPOSED MODEL

Method Category Length Response Time 

LSTM ADAM 

Andhrapradesh 

100 0.41 

200 0.7 

300 0.93 

Business 

100 0.49 

200 0.67 

300 0.98 

Editorial 

100 0.32 

200 0.65 

300 0.98 

Entertainment 

100 0.39 

200 0.62 

300 0.97 

Freshnews 

100 0.39 

200 0.6 

300 0.99 

Nation 

100 0.48 

200 0.7 

300 0.95 

Navya 

100 0.44 

200 0.69 

300 0.97 

Special 

100 0.5 

200 0.62 

300 1 

Sports 

100 0.43 

200 0.69 

300 0.9 

Telangana 

100 0.5 

200 0.66 

300 0.71 

LSTM RADAM 

Andhrapradesh 

100 0.1 

200 0.57 

300 0.78 

Business 

100 0.08 

200 0.58 

300 0.79 

Editorial 

100 0.03 

200 0.54 

300 0.7 

Entertainment 

100 0.09 

200 0.6 

300 0.78 

Freshnews 

100 0.13 

200 0.52 

300 0.8 

Nation 

100 0.04 

200 0.54 

300 0.7 

Navya 

100 0.09 

200 0.54 

300 0.79 

Special 

100 0.12 

200 0.59 

300 0.73 

Sports 

100 0.07 

200 0.57 

300 0.8 

Telangana 

100 0.18 

200 0.55 

300 0.72 
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TABLE III.  COMPARATIVE ANALYSIS IN TELUGU TEXT SUMMARIZATION 

Metrics Keyword extraction algorithm [11] Proposed LSTM-RAdam with Focal loss function 

Accuracy (%) 90.7 93.46 

Precision (%) 79.5 93 

Recall (%) 76.1 92 

F-Score (%) 77.7 93 

The LSTM with RAdam is compared with standard 
LSTM and RNN method as shown in Figure 9. The 
comparison shows that LSTM with RAdam method has 
higher efficiency compared with LSTM and RNN 
method. The proposed LSTM with RAdam method has 
the advantage of using EMA method for adaptive learning 
rate and rectify the variance. The proposed LSTM with 
RAdam method has the accuracy of 93.46% and LSTM 
method has 86.92% accuracy. 

The comparative analysis of the proposed LSTM-
RAdam method with LSTM and RNN method is shown in 
Table I. The comparison shows that the proposed LSTM 
with RAdam method has higher efficiency than LSTM 
and RNN method. The proposed LSTM with RAdam 
method has the accuracy of 93.46% and LSTM method 
has 86.92% accuracy. This shows that the proposed 
LSTM with RAdam method has the higher performance 
in Text summarization of Telugu e-news. 

The average response time of the proposed and LSTM 
Adam model in Telugu text summarization is shown in 
Table II.  The result shows that proposed LSTM-RAdam 
with Focal loss function has lower average response time 
compared to existing LSTM-Adam method in text 
summarization. The proposed model eliminates the 
process of optimization for class with more positive 
samples, while existing model process learning rate 
optimization for large data. 

The proposed LSTM-RAdam with focal loss function 
is compared with existing keyword extraction algorithm 
[11] in Telugu text summarization, as shown in Table III. 
The result shows that proposed model has higher 
performance compared to existing keyword extraction 
algorithm. The proposed model has the advantage of 
adaptive learning rate for the LSTM model and efficient 
in handling imbalance dataset. The proposed LSTM-
RAdam with Focal loss function has accuracy of 93.46 % 
and existing keyword extraction algorithm has 90.7 % 
accuracy. 

6. CONCLUSION 

Text summarization is the process of reducing the 
number of text in the article to extract important 
information from the article. The LSTM with RAdam 
method is proposed for the text summarization in Telugu 
e-news. The Eenadu Telugu e-news data were collected to 
evaluate the performance of the proposed LSTM with 
RAdam method. Tokenization method is applied to 
extract the important keywords from the input data. The 
LSTM with RAdam method is applied for text 
summarization in the tokenized data. The LSTM with 

RAdam method has the advantage of using EMA method 
for adaptive learning rate and rectify the variance. The 
proposed LSTM with RAdam method has been evaluated 
for 10 News categories. The proposed LSTM with 
RAdam has higher performance compared to RNN, 
LSTM and LSTM with Adam optimizer in Telugu Text 
Summarization. The result shows that the proposed LSTM 
with RAdam has the 93.46% accuracy and existing LSTM 
has 86.92% accuracy. The future work of the proposed 
method involves in analysing the multiple document of 
news. 
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