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Abstract: Recommender systems have become a key technology to help the users in interacting with the increasingly larger data and 

information available online. The rapid advancements in Deep Learning techniques have been very useful in recommendation 

systems as it enhances the overall performance and accuracy of the recommendation systems. This paper attempts to work on a 

hybrid recommendation model by considering a weighted average of top N recommendations from both content based and 

collaborative based filtering methods and hence eliminating their individual shortcomings. A LightFM module has been also used to 

evaluate the loss functions on this hybrid model and to capture the latent features about attributes of users and items. Thereafter, a 

class of two-layer undirected graphical models, called Restricted Boltzmann Machine (RBM) and Auto-encoder is successfully 

applied to the Movielens data set to provide the accurate recommendations. This study shows that the proposed approach outperform 

the traditional recommender systems in terms of accuracy. 
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1. INTRODUCTION 

In today’s digital world, one of the challenging tasks is 

to find the appropriate information from the vast amount 

of data that is available online. There are various 

personalization techniques available in the market to 

overcome this problem; and recommendation system is 

one of the powerful tools in this era of information 

outburst which provides the relevant information 

according to user’s interest [1]. The two main 

recommender algorithms are Content-based 

recommendation (CB) and collaborative filtering 

recommendation (CF). Based on the similarity score of 

the item description and profile of user’s interest, CB 

provides the recommendations [2]. The CF method 

produces recommendations on the basis of users of similar 

taste [3]. But they suffer from two major problems a) cold 

start problem when there is no previous information 

available about the users and items b) the problem of 

sparsity. To overcome such problems there are various 

approaches such as matrix factorization using Singular 

Value Decomposition (SVD), SVD++, hybrid model and 

machine learning method. 

A lot of research in the area of recommender system 
has been done through implementing deep learning 
concepts by deep neural networks and has resulted in 
some rapid advances in the field of Artificial Intelligence. 
Deep learning is a broader domain of machine learning 
aimed at recognizing patterns or feature extraction at an 
abstraction level running on huge neural networks allows 
modeling sparse data on a cluster efficiently. Research on 
new topologies for neural networks in order to deduce the 
fresh insights have outperformed the traditional 
approaches of recommender algorithm by providing better 
recommendations. One such approach for accomplishing 
this is through Restricted Boltzman Machine (RBM) and 
Auto-Encoders. 

RBM is a generative approach of probabilistic 
distribution with a bi-layer structure which iteratively 
performs forward and backward passing during each 
epoch to reconstruct an efficient prediction.  Integrating 
matrix factorization techniques with RBM have always 
been observed to deliver the better results. Auto-encoders 
being an extended version of RBM add a set of weights 
along with RBM functionality. 
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The collective hybrid model can also be trained to 

model based on ranking loss functions using a LightFM 

library. The results of the parameters used in LightFM are 

subjected to deep learning models. 

Based on the concepts explained above, the overall 

delineated model for this proposed research work is as 

follows: 

• To implement a recommendation approach for a real 
time movie dataset by organizing the data into some 
hyper-parameters in an attempt to make efficient and 
accurate predictions. 

• To develop the accuracy matrix for comparing the 
existing approaches of recommender system   

• To extract the latent features characterizing user and 
item attributes and regularizing in the form of matrix 
factorization techniques by evaluating user-item 
relationships to solve some problems like data 
sparsity and cold start problems. 

• To Build a two-way hybrid recommender model 
covering important feature of various existing 
recommender system and analyzing their 
recommending capabilities and accuracy. 

• To Integrating the basic hybrid model by leveraging 
concepts of deep learning and neural networks aimed 
at making the recommendations more accurate. 

The remainder section of the paper is organized as 
follows. In section 2, an overview of the literature review 
has been explained in the field of recommender system 
and usage of deep learning with the RBM. Section 3 
comprises the detailed description of the proposed hybrid 
model and its concepts. Section 4 and 5 summarizes the 
experimental description, explains the dataset and 
experimental results of the hybrid model with the 
comparison of existing recommender systems. Finally, 
section 6 outlines the conclusion from the proposed work 
and provides the direction and opportunity to the future 
research. 

2. RELATED WORK 

Deep learning architectures have drawn the interest of 
researchers to overcome the hand designed features of 
traditional algorithm. Deep Neural Network (DNN) have 
applied in various fields such as computer vision [4][5], 
speech recognition [6][7], and recommender system [8] 
[9][10]. Performance of the recommendation has 
influenced by input quality of DNN model. Ruiqin Wang 
et al introduced a two-stage deep learning recommender 
model. In first stage, marginalized stack de-noising auto 
encoder applied on the user and item features to learn the 
latent vector and in second step the resultant latent factor 
vector are used as the input of the DNN component and 
provide optimized result [11]. 

Kiran R. et al proposed a hybrid approach which 
integrates embedding, the side information of user and 

item with deep network, it consist of three hidden layers 
each layer calculates a linear function followed by a 
LeakyReLU followed by deep root which resolve the cold 
start problem and improved the values of Root mean 
Square Value (RMSE) and Mean Absolute Error (MAE) 
[12]. 

Defu Lian et al. used the LightFM module to 
implement ranking-based loss functions known as 
Personalized Ranking loss based on Importance Sampling 
(PRIS). The aim of the algorithm was to develop some 
series of negative samples to discover loss functions like 
Weighted Approximate Rank Pairwise Loss (WARP), 
Bayesian Personalized Ranking (BPR) and calculate the 
degree of their in-formativeness and approximation of 
accuracy [13]. These samples were subjected to five 
different datasets of varying size and difficulty. With the 
increase in adequacy of negative samples, not much 
negative samples of observations are required which 
improved the recommending performance. 

Mehdi and Reza proposed an algorithm called 
RBMDeepNet using combination of deep convolutional 
deep neural network and RBM [14]. This induces a 
method to extract objects from airborne images of an area 
and recognize them to a vehicle based on geometrical or 
physical feature extraction (automatic car extraction or 
ACE). RBM helps in learning characteristics of visual 
objects and is integrated with the inputs of deep 
convolutional neural network to build a model whose 
ACE results are derived from some appropriate accuracy 
criteria. This paper has implemented an extended 
functionalities of SegNet and U-Net [15][16]. 

Wenming Cao et al. implemented a hybrid 
representation learning (HRL) model that works on cross 
modal retrieval tasks [17]. A fundamental multi-modal 
data is a data interconnected simultaneously to learn the 
unidentified relationships amongst the data attributes in a 
cognitive environment. Algorithms based on multimodal 
data can retrieve for instance, an image-text relationship 
or a text-audio relationship for an image representation. 
Another variation is a cross modal retrieval method which 
emphasizes on correlating amongst the modalities but 
tend to face some challenges in results. This paper has 
promised to solve this by using a stacked RBM (SRBM) 
and multimodal deep belief net (DBN) with a hybrid of 
auto-encoder and deep neural network [18]. Chih-Ming 
Chen et al. proposed the use of collaborative filtering 
technique using collaborative similarity embeddings 
(CSE) namely direct embedding and neighborhood 
embeddings to provide the better recommendations. 

3. RESEARCH METHODOLOGY 

The research has been conducted in a series of steps 
which have been explained in the below sub sections. 

A. Pre-Processing 

As practiced with traditional machine learning studies, 
the dataset on which the research is to be done is split into 
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training set and test dataset where the analytical model of 
research study is fitted on the training data and the 
remaining test set is subjected to that model to calculate 
the predictions and their associated parameters. As a 
consequence, there are possibilities of under-fitting or 
over-fitting which may affect the reliability of the model. 
Over-fitting a model simply means any situation where 
the model or algorithm has been trained too well in 
accordance with the data that even random fluctuations in 
training data impacts the result but may be unnecessary in 
test data. On the other hand, under-fitting the model is 
incapable of deducing new trends in the data and is not 
suited for best predictions [19]. To avoid any of these 
cases, the machine learning concepts promise to develop 
an algorithm to maintain reliability as well as accuracy by 
implementing validations, regularization or ensemble 
features on the dataset. 

The proposed research work implements this by using 
k-fold cross-validation and leave one out cross-validation 
(LOOCV). K Fold validation is a technique of dividing 
the dataset randomly into k groups of samples of equal 
sizes known as folds. The machine learning model is 
fitted onto each (k-1) sample of the fold and measured 
with their accuracy. Similarly, for every fold in this 
process, accuracy for that is evaluated resulting in an 
average weighted accuracy score which may be helpful in 
combating over-fitting problems. On the other hand, 
LOOCV is trained to build n models from n samples 
iterated k times, where n>k trained on n−1 samples 
(leaving one sample out) rather than (k−1) n/k proving 
more evaluation cost and overhead than k-fold cross-
validation [20]. But in some cases where the bias-variance 
trade-off is related and k has to be kept small then 
LOOCV is preferred to k-fold. This paper proposes to use 
both the techniques individually and to compare accuracy 
results in both. 

B. Recommender System 

Now, focusing on the aspects of using a recommender 
system, one needs to be aware of how well the data for 
users, movies, and ratings be stored and represented while 
implementing an algorithm or a model. For a model-based 
recommender system, all the latent factors can have 
possible distinct values and can be applied to the model. 
But for a memory-based recommender system it becomes 
necessary to represent real-time data into a multi-
dimensional matrix (2D) depicting entries of users in rows 
and movies in columns. This matrix representation using 
low-degree mathematical operations makes the analysis 
easier and more efficient to perform on real world data 
with its latent factors [21]. 

This means that predicting movies in a recommender 
system will be evaluated by performing matrix operations 
in the data and on further simplification of calculations, 
each of the user-item matrix is decomposed into the 
product of its constituent matrices with lower degree or 
dimensionality. This method is called matrix factorization. 

Also, there is a possibility in the matrix that not every 
entry of the user would have watched all movies listed in 
the column resulting in empty or null values. This paper 
deals with these issues in the user-item matrix where there 
is an effort to deduce those empty values by some matrix 
factorization techniques like SVD and SVD++. 

For each matrix representation of RU x M, the rows of U 
are the left singular vectors (user vectors); ∑ is the 
diagonal matrix having the same dimensions as RU x M  
having diagonally singular values and MT has columns 
that are the right singular vectors (item/movie entry 
vectors). The SVD promises to signify an explanation of 
the original matrix where the covariance matrix is 
diagonal and same can be represented as shown in 
equation 1 below [22]: 

RU x M  = UU x U  . ∑U X M .  M TM X M                       (1) 

The primary objective of a successful recommender 
system is to improve the prediction accuracy. Usually, 
users leave few implicit feedbacks like their browsing 
history, previous rating data, etc. So, the rating system 
reflects the actual preferences of the user for each latent 
vector till a certain extent. That’s why, the SVD++ 
method introduces the implicit feedback information 
based on SVD. To obtain maximum accuracy, minimum 
squared error and avoiding over-fitting the training 
dataset, a regularization factor α is used along with some 
biases B, and the objective function of the SVD++ model 
is represented by the following equation: 

Min U, M, B ( SUM(U, M) (RU xM  - UU x U .∑U x M .MT
M x M   - 

B )2  + α[UU x U  
2  + MM x M

2 + B2])                  (2) 

This leads to the analysis of SVD++ which 
hypothetically improved the overall performance of SVD 
[23]. 

C. Content and Collaborative based Filtering 

In content-based filtering, recommendations generated 
on the basis of similar genres and similar year of the 
movies that user liked in the past. By similarity, the paper 
intends to find out how any two random selected movies 
are related to each other. This similarity has been best 
measured with correlation metric or similarity index. In 
the proposed work, content based similarity has been 
calculated on basis of genre and year with help of KNN 
algorithm, where similarity score has been calculated 
between the rated movie and the movie to be predicted, 
then select K-nearest neighbors’ with highest content 
similarity followed by weighted average score to the 
movie whose rating to be predicted. The new user 
problem called cold start problem has been solved with 
the help of SVD and SVD++ module applied in previous 
section. 

In the proposed system, collaborative filtering has 
been also used to generate top N recommendations by 
considering the ratings of similar taste user. This method 
is also called user-based CF. On the other hand, item-
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based CF is the one where ratings are being calculated on 
the basis of rating of similar items from the same user. 

 

One crucial step in the CF algorithm is to calculate the 
similarity between items and users and finally to choose a 
group of nearest neighbours as recommendation partners 
for an active user [24]. And one of the most common 
similarity metrics that is used in CF is cosine similarity. 
But CF suffers from the problem of sparsity due lack of 
user’s and item’s rating. To avoid such problem modified 
cosine similarity called adjusted cosine similarity score is 
used for CF which can be represented as below: 

𝑠𝑖𝑚(𝑖, 𝑗) =
∑ (𝑅𝑢,𝑖−𝑅̅𝑢𝑢∈𝑈 )(𝑅𝑢,𝑗−𝑅̅𝑢)

√∑ (𝑅𝑢,𝑖−𝑅̅𝑢)2
𝑢∈𝑈 √∑ (𝑅𝑢,𝑗−𝑅̅𝑢)2

𝑢∈𝑈

               (3) 

Here i and j are two users and 𝑅̅𝑢 is the average of 
the u-th user's ratings. Cosine similarity is calculated on a 
scale between -1 and +1, where -1 implies the objects are 
completely dissimilar, +1 implies that they are totally 
similar and 0 implies that there is no relationship amongst 
the objects. 

D. LightFM 

The LightFM algorithm is a model for a hybrid 
recommender algorithm that uses both ratings of items, as 
well as item attributes for matrix factorization and for 
evaluating efficiency in the calculations [25]. This is 
being implemented in this paper as it outperforms 
collaborative and content-based models. Various 
explanations about ranking-based models have been 
already done with the evaluation of loss functions in the 
training model like BPR, WARP [25]. Before this, it is 
necessary to understand the concepts of “Area under 
Curve” (AUC) measuring the entire two-dimensional area 
underneath the entire ROC curve depicting precision and 
recall values in the prediction. AUC represents the 
probability that a random positive sample is positioned to 
the right of a random negative sample. It is directly 
proportional to the accuracy of predictions. 

The probabilistic interpretation of this can be done by 
randomly choosing a positive case and a negative case, 
and the value of AUC in accordance to the given classifier 
determines the probability of outranking the positive case 
over a negative, necessarily normalized to a value of 1. 

Since BPR optimized AUC, which treats all 
inconsistent pairs equally, BPR may not be best suitable 
for the top-k item recommendation. Therefore, the 
Weighted Approximate-Rank Pairwise (WARP) loss was 
proposed to optimize the precision [25, 26]. WARP also 
used uniform sampling with rejection to draw more 
informative negative samples, the score of which should 
be larger than that of the positive example minus one. 
WARP was also used for collaborative metric learning 
[27], leading to the state-of-the-art item recommendation 
method. 

BPR [28] is a degree of measuring loss functions in a 
recommender system that randomly samples a negative 
item ensuring optimization by using a function like 
stochastic gradient descent (SGD) .WARP [26], uses the 
Weighted Approximate-Rank Pairwise loss function for 
collaborative filtering, which has better performance than 
BPR in some datasets. WARP focuses on an entity 
comprising three arguments: user, positive item and a 
negative item. The negative items in the entity instead of 
being selected randomly (as in BPR), are chosen among 
those which would violate the desired item ranking in the 
model. This approximates a form of active learning where 
the model selects those triplets that it cannot currently 
rank correctly and the learning rate is tuned in the 
validation set within {10^−1, 10^−2, 10^−3, 10^−4}, 
respectively. 

E. RBM and Auto-Encoders 

This paper proposes to provide a consistent 
performance in terms of accuracy of the recommender 
system. So, to ensure independence from the validations 
and factorization previously being done, deep learning 
concept is implemented using two methods used primarily 
for dimensionality reduction: Restricted Boltzmann 
constant and Auto-encoders. RBM proved to be a 
probabilistic generative model for presenting a Deep 
Learning (DL)-based hybrid model using a two-tier 
architectural layer with a Relu activation function. 

On the other hand, auto-encoders use 3 layers: input 
layer on the bottom containing individual user input 
ratings, a hidden layer, and an output layer that gives us 
predictions by feature extraction. Additionally, prediction 
using auto- encoders is done using reconstructed outputs 
and their error reductions. A matrix of weights between 
the layers is maintained across every node in the neural 
network. The implementation of auto-encoder is a bit 
different but promises better results than RBM as no 
biases are used at each layer (unlike RBM), as hidden 
layer representations are much more dense and only the 
sigmoid activation function is required for the prediction 
analysis in this paper making it easier to be used in 
Tensorflow or Keras [29]. Learning the weights between 
input layer and the hidden layer is known as encoding and 
reconstructing predictions with the weights between the 
hidden layer and the output layer is decoding. 
The RMSProp optimizer is enabled to help build up the 
predicted ratings for every item for a given user in this 
research study. 

F. Optimization Function 

In an attempt to predict the optimum results in the 

recommendations, the network model is trained by 

choosing the weights in a way to minimize the difference 

between the predictions and the factors to be predicted. 

This can be measured by accuracy or more precisely by a 

loss function gradient calculation (mostly done by 

stochastic gradient descent) where the weights of each 

neuron in neural network is updated in the direction of 
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negative descent eventually leading to the minimum 

weights or set of parameters. 

To implement these loss functions, an optimization 

algorithm is used which updates the weighted parameters 

at each epoch. There are various optimization algorithms, 

but we used three different algorithms in this paper and 

those are: Stochastic gradient descent, RMSProp, and 

Adaptive Moment Estimation (Adam) optimizer. SGD is 

one of the earliest and most commonly used optimization 

algorithms, but it might take significantly longer than 

with some of the optimizers. In contrast, RMSprop can 

deal with its radically diminishing learning rates. That’s 

why it is also used in the proposed study. Adam adds 

bias-correction and momentum to RMSprop. RMSprop 

and Adam are very similar algorithms that do well in 

similar circumstances [30]. Bias-correction helps Adam 

slightly outperform RMSprop towards the end of 

optimization as gradients become sparser. 

Their complexity differs in terms of their efficiency 

to reach the global optimum in the graph and calculating 

the sum of squared descents. The value of hyper-

parameters are set to β1=0.9, β2= 0.999 and learning rate= 

0.001- 0.0001 [21]. 

4. EXPERIMENTAL SETUP 

This section covers the brief description of the dataset 
chosen for the experiment followed by the algorithm for 
the proposed study and evaluation criteria for the 
proposed system. The results from this experimental setup 
have been discussed and compared with the two existing 
recommender systems in the next section. 

A. Dataset 

Group lens research group has developed the 

Movielens dataset for the researchers working in the area 

of recommendation and predicting rating for given users 

[31]. In the proposed system, Movielens 100k data set 

consisting of 943 users, 1,682 movies and 100,000 

ratings is used to estimate the performance. Basic 

description of the dataset components is mentioned in 

table 1 below: 

TABLE I.  DESCRIPTION OF THE DATASET 

Notation Symbol Description 

U Users 

I/M Movies 

R Ratings 

Genre G 

Year Year 

PR Predicted rating 

UR User rating 

nU Number of users 

H Number of hits 

RankI Rank of each item 

S Average similarity 

D Diversity 

I Number of genres 

cosSim(m,n) 
Cosine similarity of movies m and n based on 

genre i 

m Depicting User 1 

n Depicting User 2 

mavg, , navg 
Average of user m’s and n’s rating 

respectively 

Ravg Average of movie’s rating 

Α Regularization factor 

B Bias for SVD 

 

B. Algorithm for the Proposed Approach 

1. Start 

2. Identify the list of users (U), items or movies (I/M) 
with their genres (g) and the ratings (R) of the 
existing viewers along with their IDs. 

3. Pre-process the data using K-Fold Cross Validation 
and LOOCV. 

a. K-fold Cross validation is responsible for splitting 
training data in number of K-folds and test and 
validate the proposed model. In our 
recommendation system, we use each fold to train 
the recommendation system independently and then 
measure the accuracy against the test set. 

b. With the help of LOOCV, we test our 
recommendation system for its ability to test the 
top-N list for the user that is left out from our 
training data. 

4. Fit a model on the training set and evaluate it on the 
test set 

5. Categorize the data into a two dimensional matrix 
Mx(R) containing the attribute users ID (U) in the 
rows and attribute Movie ID/name (M) in the column 
and the entries comprises of the ratings for each of 
the corresponding and column. 

6. For any user ID (U) in the matrix Mx(R):  
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a. There may exist entries where the values of 
Mx[Uy][Mz] may be null signifying that User ‘y’ 
has not recommended any movie Mz 

b. Apply the PCA algorithms on the new matrix 
Mx(U) containing entries of users as rows and 
genres (g) as columns 

c. Apply matrix factorization techniques like SVD and 
SVD++.Then evaluate and compare all their 
accuracy metric. 

R = U ∑ IT 

 

 

Figure. 1. Flow Chart of the Proposed Approach. 
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7. Develop an estimate function for implementing the 
hybrid recommender system constituting the 
following steps: 

a. Implementing Content based Recommender system 
using KNN Baseline Algorithm and calculating 
similarities on the basis of Genre(g) and Year(year) 

KNN SampleTopNRecs() U x I x R----------→Sim(g) x 
Sim(year) x R--------→Top N Recommendation 

Where Sim(g) and Sim(year) represents similarity 
scores based on genres and year respectively 

b. Implementing Collaborative based Recommender 
system using KNN Baseline Algorithm and 
calculating similarities on the basis of User based 
and Item based Fitering 

KNN SampleTopNRecs()U x I x R---------→ CosSim(U) 
x CosSim(I) x R -------→ Top N Recommendation 

Where CosSim(U) and CosSim(I) represents adjusted 
similarity scores based on user and item preferences 
respectively. 

c. Add both the algorithms in a hybrid form of 
recommendation with the AddAlgorithm() under 
the AlgoBase Class of Surprise library and evaluate 
the results. 

8. Assessing loss function using LightFM and 
calculating AUC values for all the function curves. 

9. Implementing layer-based RBM and Auto-encoder 
algorithms for analysis of effect of accuracy using 
deep learning and thus summarizing all the results in 
a consolidated table. 

10. End 

The whole proposed approach has been conducted in a 
series of steps which have been explained in the flow 
chart depicted in Fig. 1. 

C. Performance Metric 

Following performance metrics are used to evaluate the 
performance of the proposed approach: 

1) Hit Rate 

Hits are considered to be the rating provided by the 

user to one of the movies from top n –recommendation. 

The first step in hit rate computation for any user is to 

obtain all the items from the training data set of that 

user’s history. Then one of item is removed using Leave-

One-Out cross-validation. Then all the other items are 

used by the recommender system to provide top N 

recommendations. If the removed item is recommended 

by the system, then it’s a hit and if not, then it’s not a a 

hit. And it is represented as: 

 

𝐻𝑖𝑡 𝑅𝑎𝑡𝑒 =
∑𝐻𝑖𝑡𝑠 𝑓𝑟𝑜𝑚 𝑡𝑜𝑝 𝑁 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑈𝑠𝑒𝑟𝑠
      (4) 

2) Cumulative Hit Rate 

It is similar to the hit rate but here we need to add a 

threshold value of the rating to consider the movies that 

user actually likes. For example, we can ignore the 

predicted ratings lower than 4, to compute the cumulative 

hit rate for the ratings greater than or equal to 4. 

 

3) Average Reciprocal of Hit Rate 

It calculates the sum of reciprocal rank of each hit 

provided by the user divided by number of users [32]. It 

depends on the rank of the recommendations are being 

displayed to the user. It is represented as: 

 

               ARHR = 1/𝑛 ∑ 1/𝑝𝑖
ℎ
i=1                          (5) 

 

Where h is the number of hits, 𝑝𝑖 is the position of the 

item in the ranked recommendation list for the i-th hit, 

and n is the number of users. 

 

4) Coverage 

It is the percentage of possible recommendations a 

proposed system is able to provide to the individual users 

above the threshold value and summing them divided by 

the number of users [33]. It is represented as: 

 

Coverage = |Ip|/|I|                        (6) 

  

Where I is the set of available items and Ip is the set of 

items for which a prediction can be made. 

 

5) Diversity 

It describes how broad variety of item our proposed 

system is suggesting to the user [34].. It is represented as: 

 

      𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 =
1

2
∑ ∑ sim(𝑖𝑗, 𝑖𝑘)𝑖𝑘∊𝑢𝑖𝑗∊𝑢                 (7) 

 

sim(ij, ik) is the similarity measure between two item ij 

and ik commonly rated by the user u. 

 

6) Novelty 

It refers to how different item has been recommended 

to the each user with respect to the previously seen or 

known item [34]. It is represented as: 

 

Novelty = Ux/Ui       (8) 

5. EXPERIMENTAL RESULTS 

Both SVD and SVD++ techniques are experimented 
on the dataset characterized by latent factors illustrated in 
the previous section and comparison between their 
performance metric have been depicted in Table 2 below. 
It can be observed that SVD provides a lower-dimensional 
reduction of the rating matrix and identifies 
the relationship between their latent factors in any user-
item matrix. SVD++ proves to be better than SVD in 
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terms of additional bias being used to improve the 
performance in a given dataset. With the additional bias, 
the stochastic descent is calculated for every item and user 
with the aim to get the optimized desirable accuracy. 

TABLE II.  PERFORMANCE METRIC 

  SVD SVD++ 

RMSE 0.9034 0.8943 

MAE 0.6978 0.6887 

HR 0.0298 0.0345 

CHR 0.029 0.0345 

ARHR 0.0112 0.0115 

Coverage 0.9553 0.9768 

Diversity 0.0445 0.0719 

Novelty 491.5768 557.8365 

 

Table 3 shows the RMSE, MAE values for the models 
applied with the content-based algorithm, a collaborative 
based algorithm and deep learning-based techniques to 
measure the values when RBM and Auto-encoder are 
used in the system. The values are evaluated on the basis 
of the type of class taken with their similarity scores 
amongst the movies which define whether it’s user-based 
or item-based, whether genre-based or year-based or 
whether a hybrid model of the recommender system 
would be used. 

TABLE III.  PERFORMANCE COMPARISON 

Metrics RMSE MAE 

Content Based 

on 

Genre 0.9552 0.9375 

Year 0.9626 0.7263 

Collaborative 

Based on 

Item 0.9995 0.7798 

User 0.9961 0.7711 

Hybrid 0.9953 0.7124 

RBM 1.1897 0.9935 

AutoEncoder 1.8253 1.4222 

 

RBM and Auto-encoder identifies the values based on 
an optimization function which will be discussed and 
analyzed in subsequent results. The results in Table 4 are 
calculated by using optimizers and evaluating loss 
function values ideally analyzed by ROC Curves. The 
comparison of content, collaborative, and a hybrid model 
of recommender system with these loss functions signifies 
that a hybrid one has the maximum value for each loss 
function. WARP shows uniform sampling and produces 
efficient and optimized results than BPR. The area under 
the curve is also shown. 

 

TABLE IV.  FINAL RESULTS 

 Content Collaborative Hybrid 

BPR 0.713 0.519 0.8766 

WARP 0.673 0.4962 0.8604 

AUC 0.66 0.43 0.71 

 

The subsequent graphs have been designed to study 
the effect of a few parameters on the dataset based on 
batch size and then on epochs.  

 

 

Figure 2. Loss 

Fig 2 depicts the relationship between loss and epochs 
with the given dataset. It was observed that with the 

increasing number of epochs, the loss value is decreased. 

 

 

Figure 3. Accuracy 

Fig 3 shows the direct proportionality of accuracy with 
epochs at the x-axis. 
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Figure 4. Cost 

Fig 4 represents a decreasing parabolic relationship 
between the cost of implementing a hybrid model with 

respect to the epochs count. 

 

Figure 5. Comparative analysis of losses 

Finally, fig 5 illustrates the comparative analysis of 
losses using optimization functions used in this paper 

(RMSProp, Adam and Stochastic Gradient Descent). It 
can be observed that the performance of SGD is better 
than RMSProp and Adam proves to be the best among 

these. 

6. CONCLUSION 

This research study focuses on building a hybrid 
movie recommender system by implementing deep 
learning techniques. From analysis of data and evaluation 
of the proposed model, the study constitute of various 
sections like literature review, research methodology, 
experimental setup, and evaluation of the proposed model. 
The proposed hybrid movie recommendation model is 
implemented with the help of LightFM module for an 
approximation of loss functions. The metrics evaluated 
under this are Area Under curve, BPR, WARP. Movielens 
dataset has been used to implement the movie 
recommendation model and to deal with this type of huge 
dataset; a Deep learning technique of multi-layer RBM 

and auto-encoders is used in the proposed study. And it is 
observed from the experimental results that by using deep 
learning concepts, the focus shifted from acquiring 
optimum accuracy to having good recommendations as 
RBM and auto-encoder produced better recommendations 
when compared with already accomplished approaches. 
Thus, this proposed study has explained the basic 
concepts of recommender systems and provided a path 
towards development of an efficient hybrid movie 
recommender system. 

Considering the real-world challenges for the 
recommendation systems, like data sparsity, cold start 
problem, Random Exploration, etc, implementation of 
different recommendation machine learning models could 
be possible future improvement in this recommendation 
model. It might improve the RMSE and MAE values for 
better accuracy results and final recommendation. 
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