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Abstract: The popularity of Software Defined Network (SDN) is due to its ability to simplify and automate operational network
processes to improve service performance. SDN is not only related to the separation of control plane and data plane, but its architecture
also includes network services at other top tiers such as load balancing, security, and application performance. Load balancing is a
technique to divide traffic loads equally. The correct load balancing algorithm will make the network better stable because network
resources must always be operational and available to cope with the increasing demand for services and service users. Scalability
and diversity of services on the network such as HTTP, FTP, and VoIP are also concerned with selecting the proper load balancing
algorithms. SDN-based software makes it easy to develop and integrate with other software and hardware. This study implemented a
load balancing algorithm using an L4-L7 load balancer connected with an SDN controller, ONOS, which automates traffic load sharing
on a Web server, FTP server, and VoIP server. The scheduling algorithms used are round robin, least connection, dynamic ratio, and
ratio. The test parameters used are Throughput, Response time, Request loss, Block call, and CPU Utilization.

Keywords: Software Defined Network, Load Balancing, Least Connection, Round Robin, Dynamic Ratio, Ratio.

1. Introduction
Computer network technology is developing very

rapidly, and the impact of this rapid development makes
the human need for services through internet access increase
sharply. The increase in service requests and the number of
users of internet services make the server often overloaded.
A common way to overcome overload is to add a new
server or add a hard disk to the database, but this costs
a considerable amount. The solution that can solve it is the
application of load balancing techniques. Load balancing
is a mechanism for dividing compute loads into multiple
servers. The goal is to optimize resources and increase
throughput to not overload [1]–[3].

However, load balancing algorithms are very diverse.
Therefore, selecting the proper load balancing algorithm
will make the network have better stability because network
resources must always be available to cope with the increas-
ing demand for services and the number of service users. In
addition, scalability and diversity of services on the network
such as HTTP, FTP, and VoIP are also essential benchmarks
in selecting the proper load balancing algorithms [4].

Software-Defined Network (SDN) is an innovation in
network architecture. The concept of SDN is to separate

the Control Plane and the Data Plane through the use of
the OpenFlow protocol [5], [6]. Control Plane is moved out
of the network device so that only the Data Plane is inside
the network device [7] , and the load balancing policy can
be managed centrally through a controller. SDN centralized
network control makes network setup easier, flexible, and
faster [8]–[10]. SDN-based software makes it easy to de-
velop and integrate with other software and hardware. SDN
can also be used to change network behavior, make such
changes automatically, and maximize network devices such
as load balancing [11].

2. Current State and Challenges
The load balancing application works by dividing the

load in requests given by the client to the server [12], [13].
The algorithms observed are dynamic ratio, ratio, round
robin, and least connection.

The dynamic ratio is an algorithm whose weight ratio is
based on continuous monitoring of the server and, therefore,
is constantly changing and performs connection sharing
based on the monitored server performance parameters in
real-time. In comparison, the ratio algorithm uses a fixed
ratio parameter calculation for each server. The server
with the highest ratio is given a more significant load. on
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the other hand, servers with smaller ratio values will be
given less load [14]. The Round-Robin algorithm on load
balancing works when receiving requests from clients will
be directed to multiple servers in turn and sequentially from
one server to another to receive load evenly [15]. While the
least connection algorithm serves to do load sharing based
on the number of connections being served by the server.
The server with the least connection will be given the next
load [16].

In research [1], [17], it has been proven that the selection
of the correct load balancing algorithm provides improved
performance of Web Server, FTP Server, and VoIP services
on conventional networks. In SDN-based networks dedi-
cated to high scalability networks, the use of load balancing
algorithms is interesting to research in more depth.

Additionally, research [6], [18], uses Mininet to create
virtual network environments for evaluation. However, it
turns out that the use of Mininet does not reflect the
actual overhead. Therefore, this research spread experimen-
tal environments and built experimental platforms using
real hardware [19]. SDN controller implementation handles
datalink layers to network layers only, while integrating
with F5 can add SDN controller capabilities to handle from
transport layer to application layer [14].

However, SDN implementation has a challenge: how
the strategy is to provide good performance results. This
study implemented load balancing in the transport layer to
the application layer using the F5 application. F5 is used
to enable applications and networks to communicate with
each other. Then, analyze four load balancing algorithms on
SDN-based networks consisting of MikroTik switch that act
as data plane and ONOS as controller. ONOS is a variant
of the SDN controller that uses the Java programming
language that takes advantage of the Open Service Gateway
(OSGi) framework initiative. With this framework, it will be
more accessible when installing and updating applications
[20], [21].

3. System Design And Implementation
A. System Design

The network topology design implemented in this study
can be seen in figure 1. There are two MikroTik routers
set as OpenFlow switches and connected to the ONOS
controller. The switch only serves as a data plane, while the
control plane function becomes centered in the controller.
The ONOS controller feature used in study can be seen in
figure 1. There are two MikroTik routers set as OpenFlow
switches and connected to the ONOS controller. The switch
only serves as a data plane, while the control plane function
becomes centered in the controller. The ONOS controller
feature used in this study uses a reactive forwarding ap-
plication that serves to allow or reject data traffic on SDN
networks. On servers 1 and 2, each has three virtual servers
with different services. Each servers consist of web services
with http protocol, FTP for file transfers, and SIP for
VOIP services. For testing, the number of clients accessing

the server will increase to see network performance. The
addition of the client is done by a traffic generator that will
provide a request to the server.

Figure 1. System Design

The software used in this study includes:

• ONOS-2.0.0 as SDN controller.
• F5-BIG-IP-12.1.4 LTM sebagai virtual load balancer.
• Ubuntu 16.04 as a server and client operating system.
• VMware is software for virtual machines that run

many operating systems in one hardware.
• Nginx as Web server software.
• Proftpd as FTP server software.
• Asterisk as a VoIP server software.
• Httperf is the software used to generate requests on

the webserver service.
• Jmeter Application serves to generate traffic for the

FTP service.
• SIP serves as a call generator on the VoIP server

service.

B. Load Balancing Algorithm
The load-feeding scenario on the server using four

compared algorithms is as follows:

1) Round Robin. The round robin algorithm is used in
this scenario because the round robin algorithm is the
simplest and easiest to implement load balancing al-
gorithm. This algorithm aims to distribute the traffic
load on more than one connection links in a balanced
way so that traffic can run optimally, increase the
throughput value, reduce delay and prevent con-
nection line overload. This algorithm can also be
improved by giving weights the administrator can
adjust. Put Server load on the round-robin algorithm
by dividing the request load sequentially from server
1 to server 2.

2) Least Connection. Server load on the least connec-
tion algorithm is done by dividing the load based
on the number of requests served by the server. The
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server with the least requests will be given the next
load. Otherwise, the server with many requests will
be redirected to the server with a lower load. With
this algorithm, it can minimize the possibility of
server overload.

3) Dynamic Ratio. Server load on dynamic ratio algo-
rithm is done dynamically by looking at the fastest
node response. Dynamic ratio algorithm testing dis-
poses of requests to servers with the same significant
CPU and memory specifications. The dynamic ratio
algorithm will load dynamically by looking at the
CPU and memory conditions of both servers. Dy-
namically loading is helpful for the more balanced
performance of each server.

4) Ratio. The ratio algorithm distributes requests to
servers that have the same significant CPU and
memory specifications. The ratio algorithm performs
load sharing evenly between the two servers used.

C. Test Scenario
We are testing four load balancing algorithms on SDN

using web servers, FTP servers, and VoIP servers. Testing is
conducted to obtain throughput parameters, response time,
and request loss on web server services and FTP servers.
While the measurement of services on VOIP server using
block call parameters.

As in Table I, it appears that in the webserver service
is done testing by giving load to the server as many as
200 requests, 400 requests, 600 requests, 800 requests, and
1000 requests. step-by-step request generation using HTTP
software.

The FTP server service is done testing by doing file
transfer upload and download with a file size of 653.5 KB as
much as 10 file transfers, 20 file transfers, 30 file transfers,
40 file transfers, and 50 file transfers. This scenario using
Jmeter application.

The VoIP server service will be tested by creating calls
as much as 10 cps, 15 cps, 20 cps, 25 cps, and 30 cps within
one minute using SIPp software. In the test, 30 tests were
conducted to get maximum results.

TABLE I. Test Scenario

Service Type Number of Testing
1 2 3 4 5

Web
(Request) 200 400 600 800 1000

File Transfer
(File) 10 20 30 40 50

VoIP
(call per second) 10 15 20 25 30

4. Performance Evaluation and Experimental Result
A. Controller Testing

In testing, the controller is done to determine if all
devices can already communicate with the controller. Con-
trollers can recognize all devices connected to the controller
according to the topology used in this study, such as clients,
switches, and server load balancers. For Web server, FTP
server and VoIP server are integrated by load balancer
server, so the controller does not monitor it. Then done test
connectivity to know the data plane device and controller is
running well so that the host connected with the data plane
device can communicate.

B. Web Service Performance Evaluation
1) Throughput

Throughput measurement in web service aims to
know the server’s ability to provide services to
the client. In this parameter, the more significant
the throughput value, the better the load balancing
performance. Figure 2 shows that the dynamic ra-
tio algorithm provides better throughput when the
number of requests is still below 600, although it is
not very significant compared to the ratio algorithm.
However, when the number of requests is getting
bigger, it turns out that the ratio algorithm can
outperform other algorithms. This condition proves
that sharing the load to other servers when the
service request increases has a significant effect on
throughput value. In addition, the more accessible
load balancing settings performed at SDN make
the load balancing algorithm based on ratio settings
superior to others.

Figure 2. Throughput measurement results on web service

2) Response Time
Measurement of response time on the web service
aims at how quickly a server can respond to request
packets from the client. The smaller the response
time number, the faster the server responds to clients.
Figure 3 shows that the round robin algorithm is
faster when the number of requests is still below
800, although it is not very significant compared to
the least connection algorithm. However, when the
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number of requests is getting bigger, it turns out that
the least connection algorithm can outperform other
algorithms. This condition proves that when a service
request increases, it dramatically affects how it takes
the server to respond to user requests.In addition,
web services are not real-time, so that the response
time tolerance will differ from real-time services.

Figure 3. Measurement results of time response on web service

3) Request Loss
The measurement of request loss on the web service
aims to determine the number of request failures
that the server cannot serve. The smaller the number
of the request loss, the more reliable the server
responds to requests from the client. Figure 4 shows
that the dynamic ratio and ratio algorithms are more
reliable because 1000 requests did not occur until the
experiment. While at the time of the request above
800, the failure rate o,46% occurs in the round-robin
algorithm but is still below the threshold of request
loss allowed.

Figure 4. Measurement results of request loss on web service

4) CPU Utilization
CPU utilization measurement in web service aims
to observe resources used to run the client’s request
service process. The smaller the number of CPU
utilization, the fewer resources used. Figure 5 shows
that the dynamic ratio and ratio algorithm is more

wasteful although still below 8.5%, compared to
algorithms round robin and least connection that
looks more optimal. The least connection algorithm
can reduce a load of each server more optimally
than other algorithms. The smaller the CPU value
obtained, it can reduce the occurrence of overload
in the server.

Figure 5. CPU Utilization measurement results on FTP Service

C. FTP Service Performance Evaluation
1) Throughput

Throughput measurement in FTP service aims to
know the server’s ability to provide services to
the client. In this parameter, the more excellent
the throughput value, the better the load balancing
performance. Figure 6 shows that the round-robin
algorithm provides better throughput than other al-
gorithms as the number of transfer files increases. It
is because the time it takes to serve all file transfers
is more stable and constant on the appeal of web
servers.

Figure 6. Throughput measurement results on FTP Service

2) Response Time
Measurement of response time in FTP service aims
at how quickly a server can respond to the client.
The smaller the response time level, the faster the
server responds to the clients. Figure 7 shows that
the value of response time increases as the number
of transfer files increases. The increasing number of
file transfers causes the longer it takes the server
to serve requests. The fastest response time value
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is found in the round robin algorithm compared to
other algorithms.

Figure 7. Response time measurement results on FTP Service

3) Request Loss
The measurement of request loss on the FTP service
aims to determine the total of request failures that the
server unserved. The smaller the value of the request
loss, the more reliable the server responds to requests
from the client. Figure 8 shows that the algorithm
shows that dynamic ratio and ratio algorithms are
more reliable because there are no failures. While
the highest request loss when generating 50 transfer
files occurred in the round-robin algorithm of 0.66%,
while the algorithm at least connected 0.4% but still
below the threshold of request loss allowed.

Figure 8. Request loss measurement results on FTP Service

4) CPU Utilization
CPU utilization measurement in FTP service aims
to observe resources used to run the client’s request
service process. The smaller the number of CPU
utilization, the fewer resources used. Figure 9 shows
that dynamic ratio and ratio algorithms are better
when compared to around robin and least connection
that looks more wasteful. Dynamic ratio algorithms
can reduce a load of each server more optimally
than other algorithms. The smaller the CPU value
obtained, it can reduce the occurrence of overload
in the server.

Figure 9. CPU Utilization measurement results on FTP Service

D. VoIP Service Performance Evaluation
1) Block Call

To generate traffic load on the VOIP server service,
we used the SIPp Tester application. Traffic load in
the form of calls per second is generated in stages
to see the server’s performance. Figure 10 shows
that the increasing number of VoIP calls and the
number of blocks calls also increased but still below
1% for all algorithms used. From the test results, it
can be seen that at the most significant traffic load
(30 cps), the Round robin algorithm has the highest
block call, which is 0.96 percent, then the Dynamic
Ratio is 0.66 percent, and the Algorithm Ratio is 0.53
percent. The least connection algorithm produces the
smallest call block among the other four algorithms,
which is 0.46 percent. It can be seen that the Round
robin algorithm will experience a significant increase
when the traffic load on VOIP services increases

Figure 10. Block call measurement results on VOIP Service

2) CPU Utilization
CPU utilization measurement in VoIP service aims
to observe resources used to run the client request
service process. The smaller the number of CPU uti-
lization, the fewer resources used. Figure 11 shows
that the dynamic ratio, least connection, and ratio
algorithms are better when compared to around robin
algorithm that looks more wasteful. The least con-
nection algorithm can reduce a load of each server
more optimally than other algorithms. The smaller
the CPU value obtained, it can reduce the occurrence
of overload in the server.
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Figure 11. CPU Utilization measurement results on VOIP service

5. Conclusion
The selection of the correct load balancing algorithm

will make the network have better stability because network
resources must always be operational and available to cope
with increasing service requests and the number of service
users. Based on the test result, the service on the web server
will provide better throughput when using the dynamic ratio
algorithm, but if the number of requests is more than 800,
it is better to use the ratio algorithm. Dynamic ratio and
ratio algorithms have advantages in throughput and request
loss parameters. While the dynamic ratio is not superior
on the CPU utilization parameter, the measurement results
show a number below 10 percent for 1000 requests. The
FTP service test also consists of 4 parameters, where the
round-robin algorithm looks superior in throughput and
response time parameters but is very poor for request loss
and CPU utilization, significantly when the number of
files transferred is increasing. The Dynamic ratio algorithm
gives the best results on request loss and CPU utilization
parameters but still has promising results on throughput
and response time. Then for VoIP services, it is shown
that the least connection algorithms provide more reliable
performance in controlling the increase in the number of
service requests. In the Block call and CPU Utilization
server measurements, it can be seen that the Least con-
nection algorithm shows advantages over other algorithms.
Based on the measurement results and the scenarios made,
it can be said that the dynamic ratio and ratio algorithms
are very suitable for web services. Dynamic ratio algorithm
is also suitable for FTP service, and the least connection
algorithm is very suitable for VOIP service.

From the measurement results, it can be concluded
that the load balancing algorithm selection is strongly
influenced by the characteristics of the service passed
and also the parameters that are the priority. There is no
superior algorithm in all measurement strategies. Currently,
the implementation of SDN is still using a single controller
architecture. Subsequent research will explore a larger scale
of SDN implementation in the distributed data plane and
control plane layers. Future studies consider scenarios such
as the number of controllers, traffic variations and more
advanced load balancing schemes.
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