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Abstract: Many pieces of information are exchanged in the form of binary pictures across many domains as a result of the paradigm
shift from paper to electronic. This covers banking, economic dealings, military communication, and imaging in the medical field. In
some circumstances, it is necessary to communicate sensitive information about photographs in a covert manner. On the other hand,
unreadable watermarks are necessary to verify the authenticity and originality of an image.The two most commonly used methods for
this purpose are steganography and watermarking, both of which ensure the imperceptibility of hidden information.It is challenging for
binary images to hide data and to keep changes unnoticeable. A novel data hiding method for binary images is presented in this paper
which uses Block-Diagonal Partition Pattern(BDPP).In this method, 3X3 pixels image blocks are partitioned diagonally. Black and white
pixel counts within each partition before and after embedding are used to identify potential blocks. The connectivity between the pixels
in each division is also examined in order to determine whether a block is suitable for carrying data bits that account for distortion. The
chosen block’s central pixel serves as the carrier for data bits. Since every block carrying the data satisfies the embeddability requirements
both before and after concealing, the original picture is not required to retrieve the concealed data. Data is twice encrypted using this
method to boost data security. The results show that our technique produces little distortion while being safe and having great hiding

capabilities.
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1. INTRODUCTION

The prevalence of the internet has expanded communi-
cation through digital media. For some applications, media
material must be supplied covertly, while others demand
that the ownership and veracity of the information be ver-
ified. Cryptography is typically used for such applications
to convey information. However, attackers are attracted to
cryptography because they are familiar with how important
information is conveyed in the media. Sending information
in a manner that is as undetectable as feasible is the
answer to this problem. One technique that does this is
information concealment. Digital media images could be
colourful, binary, or gray scale.Because pixels in black and
white graphics are only represented by one bit 0 or 1,
concealing data without arousing suspicion is difficult. The
only other option is to flip the selected binary image pixel
if it does not match the data bit that has to be hidden.
Otherwise, the selected pixel delivers data without altering
colour. If a binary image’s location is studied in relation to
the human visual system, each pixel that has been reversed
is clearly visible. The capacity of a black and white image
to conceal data is constrained by this challenge. Therefore,
achieving a balance between optical distortion and conceal-
ment capabilities is difficult. To hide data in black and

white photos, many different data hiding techniques had
been developed. To find the appropriate pixels for data ob-
scurity, strategies made use of edge pixels, borders, blocks,
transformation functions, and run lengths. Peak signal to
noise ratio (PSNR), Mean square error (MSE), distortion
matrix, and other metrics are used to assess the efficacy of
data concealment techniques. Other characteristics such as
concealing capacity, security, and resilience are used to as-
sess data hiding schemes. The novelty of this technique lies
in hiding data with maintained visual artifacts. Additionally
this technique provides more block patterns available to hide
data which improves hiding capacity compared to related
method .This proposed technique also takes care of hidden
data security by multilevel encryption and data extraction
is possible without the original image. This paper proposes
a novel data hiding method in black and white images
which can be applied for steganography and authentication
purposes. This method uses image blocks of order 3x3
and examines all diagonal partitions of a block applying
different tests to qualify block to be embeddable. The black
and white pixel counts in diagonal partitions and the type
of connectivity among the pixels in a block are deciding
factors to hide data in the block.
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2. RELATED WORK

The literature is reviewed to determine the methods
that are available for secret communication, authentica-
tion, steganography, and watermarking. Data concealment
in binary text documents was initially accomplished by
embedding data in a character’s 8-connected border. It
selected a predetermined set of pairs of border patterns
with a length of five pixels for data embedding. The centre
foreground pixel must be removed from one of the patterns
in a pair, while one must be added to the other[1]. In
exchange for better image quality, the scheme sacrifices
some data hiding space. Any bit in the host image that
is changed is guaranteed to be next to another bit with
the same value as the modified bit. As a result, the hid-
ing effect is virtually undetectable [2].For binary images,
discrete cosine domain watermark embedding is examined.
[3]. “Flippable” pixels are used to enforce specific blocks-
based relationships to embed data without causing notice-
able artifacts [4], [5], [6]. A method which can detect
virtually all types of binary images while maintaining good
visual quality [7]. This research also provides a variant
of the suggested approach that can locate the modified
region with good spatial precision. By employing a blind
data hiding technique, it maintains the connectedness of
pixels in a nearby area.Three transition criteria are imposed
on a moving window of 3 X 3 pixels to determine the
“flippability” of a pixel. In the data hiding process, the
“embeddability” of a block is invariant[8]. There is a novel
two-layer blind binary image authentication scheme that
targets both overall authentication and tampering detection
at the same time [9]. The morphological transform domain
of binary images is the domain of a data hiding technique
[10]. Run-length (RL) histogram modification is used to
create alternate sequences of black and white RLs. The
image is scanned from left to right and from top to bottom.
By combining one black RL with its next white RL,
one RL couple is created, resulting in the formation of
RL couples [11].Several watermarking and steganographic
techniques are reviewed and analyzed. The methods are
based on image processing in the spatial and transform
domain [12], [13], [14], [15], [16]. The technique minimizes
a novel flipping distortion measurement that takes HVS and
statistics into account [17]. For fragile embedding appli-
cations such as precise authentication, a data concealment
approach is proposed. The purpose of image authentication
is to ensure that an image hasn’t been tampered with
since it was left in the hands of a trustworthy party [18].
For the hybrid authentication approach, a new pixel-wise
data concealing method is proposed. In both embedding
and extraction, its main engine selects a large number of
good DCPLs invariably[19].A general approach with nearly
theoretical performance is proposed for embedding while
reducing any additive distortion function[20]. Hugo, a new
embedding algorithm for spatial-domain images, claims to
hide seven times more data while providing comparable
security to LSB matching [21]. A secret position matrix is
designed to maximize hiding capacity using combination
theory [22]. Using steganalytic methods, steganographic

techniques were used to detect secret messages embedded
in black and white images [23], [24], [25].In image based
steganography, images are used as cover media to hide se-
cret data [26]. LSB is unlikely to cause significant changes
in the image. Visual secret sharing is identified as a risk
of secret transmission due to the appearance of meaningful
images or noise-like images in VSS. As a solution to this
problem, a new Natural image based Visual Secret Sharing
scheme was presented in [27]. By dividing the original
picture into m by n blocks, it is ensured that any modified
bits in the host image must have the same value as bits that
are immediately adjacent to them. [28]. As presented in
[29], the key idea concerns the concealment of information
in images using Zigzag scanning patterns, which is a more
complex steganographic algorithm encrypted yet again as
shares by achieving authentication by embedding them
into separate host images. [30] presents a novel technique
for concealing data in binary text pictures.This technique
limits the embedding to the edge pixels of all connected
components.BST is used to compress a secret image in
[31]. However, dividing the compressed data into different
ranks depends on their significance. In order to protect the
hidden information, a binary matrix and weight matrix are
used [32]. To minimize designed embedded distortion and
achieve higher security without sacrificing the image quality
of embedding capacity, [33] identifies flippable pixels first
and manipulates them in a certain manner to hide the
message. It has been largely propped up by the growth of
the internet. An Image Steganography scheme for different
file formats is discussed in [34]. The password is encrypted
for the purpose of protecting information in cryptogra-
phy communication. It will be decrypted by the intended
recipient. The matching of bit pairs and symmetric key
cryptography are proposed in [35]. Watermark and original
image pixels are arranged in pairs. Pixel value difference
is used to weight the pixels. By breaking up the binary
cover image into non-overlapping sub-blocks, it determines
the ideal place to implant each secret bit for each sub-
block[36].A block-based information concealing system for
binary pictures exists that conceals more information in
more intricate blocks.[37]. Data hiding is proposed with
high capacity, which minimizes the flipping distortion as
measured by the proposed distortion function [38]. The
author of the proposal presented evidence that text data
could be hidden in text documents through illustration
files in formats such as DOC, PPT, TXT, and MATLAB
script files [39].0bject boundaries can be used to hide
secret data embedded in binary cover images [40]. The
coding tables are constructed based on HVS in appropriate
blocks[41]. The binary host’s edge region contains secure
data that is incorporated in it. The best changeable pixels
are found by dynamically adjusting the distance matrix
and calculating the changeable score of each block.[42].
Digital watermark (DWM) implementation algorithms are
developed and analyzed to increase their robustness. It
is imperative that the same transformations be applied in
compression of graphic documents in a stego-algorithm
[43]. Secret text bits are embedded directly into the cover
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image after encryption using a reference image. Secret text
is written/printed on a white canvas and then converted into
binary (BW) images in the second variant. There will be a
unique reference image that will serve as the encryption key.
The use of an extreme learning machine algorithm (ELM)
to create a mathematically supervised model is proposed
as a new method for image steganography[44].Robots may
need to authenticate the images they capture. RDH schemes
are capable of authenticating data and/or verifying who
owns the data[45]. An improved method than LSB hiding
is proposed to achieve information security using DKL
algorithm[46]. A multi-class steganlysis method is proposed
in[47] which uses SVM classifier to detect different types
of steganography .A scheme based on block classification
is proposed for hiding high capacity data in binary images.
The block classification process identifies complex regions
in an image where secret data can be embedded [48].
Hamming codes are used in a data-embedding algorithm,
flipping only a small number of pixels in order to mini-
mize visual distortion [49].By tracing the contours of the
objects, edge-based grids are used to hide data. A contour
segment was identified based on the L-shaped pattern to
locate embeddable pixels [50]. Regression analysis model is
proposed for performing efficient non-fuzzy operations [51].
Fuzzy Time Series Ordered Weighted Aggregation (OWA)
and a more developed predictive model are used to show
the validity of the proposed concept [52]. An RDH scheme
has been proposed by mirroring the central pixel pattern
pair (PPOCP) on the opposite side of the binary image
[53]. A new scheme for reversibly hiding data in encrypted
binary images has been proposed by joint pixel prediction
and bisector compression [54]. To minimize distortion, a
four-way scanning method has been proposed to find the
best match in the hidden bitmap image [55]. The decision
tree is used to find the most suitable block in the image
to hide the 4-bit data using the four special location pixels
pattern of 3X3 pixel blocks [56], [57].The count of black
and white pixels in block partitions along the diagonals and
the connectivity among the pixels in the same 3X3 block
is used to declare the block’s embedability[58].

From the study of related work, it is identified that
there is scope in improvement in hiding capacity, security
of hidden data maintaining visual artifacts. Again some
existing techniques does book keeping for storing hidden
data location information which reduces actual data hiding
capacity. It is also observed that generally single level of
encryption is applied to secure data and whole image scan-
ning is required or in some cases original image is required
to get the location of the hidden data while extraction.This
finding opens the scope to develop more efficient technique
which improves on existing results.

3. PROPOSED MODEL

Many block-based data hiding approaches took into
account the entire image block pattern when determining
whether a block was appropriate for data hiding. In this
approach, the diagonal partitioning pattern of an image
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Figure 2. Figure 2. Sample pattern 011001111

block is inspected, and if it meets the requirements for
choosing the block to conceal data, the block is chosen
to carry information bits.

A. Block processing

An innovative method of processing a 3X3 block is
suggested in this approach for concealing secret data bits.
Fig. 1- 4 and tables 1-3 are used to explain the specifics of
block processing. The block is divided into two lower and
upper halves, as indicated in fig. 1, and they are referred as
indicated. In each diagonal division, the number of black
and white pixels is counted. Based on these counts, the
preliminary appropriateness of a block to carry data is
determined. Fig.3 depicts the diagonal divisions for the
example in Fig.2.

Table 1 lists the black and white pixels count in each
diagonal division of the example block in Fig. 2 before
and after pixel flipping. There are three distinct count pairs
before flipping, with the values being 3-3, 4-2, and 5-
1, respectively, according to the entries in the table. In
these pairs, the first number denotes the count of black
pixels, while the second number denotes the count of white
pixels.In table 2, these separate pairs are displayed as
column headings. The entry in each relevant column for
each 3X3 block pattern represents the quantity of these
unique pairs that occur. The ”Count” column shows count
of distinct pairs.
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Figure 3. Pictorial representation of Diagonal partition for example
Figure 2 (a) before and (b) after flipping

For the 3X3 pattern illustrated above, table 2 shows the
entry for each column prior to embedding. The number
of occurrences for the 3-3 pair occurring twice, the 4-2
pair occurring once, and the 5-1 pair occurring once are
shown in the corresponding columns. The "Count” value is
”3” since there are 3 unique pair entries available for that
pattern. Similar to table 2, table 3 shows each column’s
entry following embedding. In the accompanying columns,
the frequency of the 4-2 pair occurring twice, the 5-1
pair occurring once, and the 6-0 pair occurring once is
displayed. The "Count” column’s value is ”3” due to the
pattern’s availability of three different pair entries. If any
two or more pixels in a block are connected horizontally(H),
vertically(V), or diagonally(D), the connectivity along those
three axes is tested. Figure 4 depicts "HVD” connectivity
in both its pre-embedded and embedded states for example
figure 3. Since every type of connectivity exists in a block
both before and after embedding, "HVD” is written in the
”Connectivity” column of table 2 to reflect this.

If a block only has vertical connectivity, only ”V”
will be listed in the "Connectivity” column for that block.
Therefore, the "Count” column’s entry must be more than
or equal to 2 and the "Connectivity” column’s entry must be
“HVD” in order to designate blocks embeddable. The block
processing sequence for evaluating a block’s embeddability
is shown in Figure 5.The blocks are initially separated
diagonally. For each of the upper and lower halves across
both diagonals, the number of black and white pixels is
counted, and the counts are paired. It is decided if a block
is embeddable or not based on the number of distinct count
pairs and the connection inside each block. The embeddable
block designated by the letter ”"B” is used in the embedding
and extraction processes. Since the connection before and
after embedding in the example being examined is "HVD”
and the count is 3, the block has passed the embeddability
test and is deemed appropriate for transporting data bits.

B. Encryption

The suggested method strongly protects hidden data by
applying encryption twice. The very first secret data and

Figure 4. Connectivity for example Figure 2 ( a) before and (b)
after(b) embedding

Original Binaryimage
represented inbits

Divide into Partition
3¥3 aach block
bliecks diagonally
Daclare bl MIS_[ If €22 and Check Count
embedcable ¢ satisfies HVD Hc nnactivitys distinct ]
oonnectivity In each blogk patterms [

Figure 5. Embeddability test process for block

Count black and
whitepixelin
eath half

two distinct secret keys are required from a sender with
the assumption that the sender and recipient will exchange
the encryption keys. The secret data to be hidden is then
encrypted using one of the encryption keys, like secret key
1, as seen in figure 6. A header that indicates the encrypted
data’s length in binary bits is subsequently attached to the
previously acquired encrypted data. The combined data is
once more encrypted using key 2, the second encryption
key. It is explained as follows.

Let X is the information to be embedded and is represented
as the set of m characters .

X = x1, X2, 0. Xm €))

Let K1,K2 are two different encryption keys where K1 and
K2 are set of characters

K =KI1,K2 2)
Let D be converted data bits represented as the set of n bits
D =d,,dy,ds,....,d, 3)

Let KB1 and KB2 be the keys in binary format
Ency = D® KB1 4)
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TABLE I. Black and white pixel counts for the diagonal halves before and after flipping

Halves Black pixel Count White pixel Count Black pixel Count White pixel Count
before flipping before flipping after flipping after flipping
UH1 4 2 5 1
LH1 3 3 4 2
UH2 3 3 4 2
LH2 5 1 6 0
TABLE II. Count for pairs , connectivity and distinct pair count for example figure 3
Label Pattern 0-6 15 24 33 42 5-1 6-0 Connectivity Count
(a 011001111 - - - 2 1 1 1 HVD 3
(b) otr1or111r - - - - - 2 1 1 HVD 3
. Attach header final encrypted data is embedded if the block passes the
Ei;'“;'::'data tobe - embeddability test. Depending on the bit that needs to be
Encryption “Encryption k_":' embedded, this is accomplished by inverting the central
level 1 [euels " Encrypted pixel if necessary. The image bit stream is transformed back
Serret ks by - dsta tobe into picture format and transmitted to the recipient when all
BCret key Secret Key 2 hidden . .
the bits have been embedded. In figure 7, the embedding
Figure 6. Encryption process procedure is displayed. ‘A’ denotes encrypted data, while
‘B’ denotes an embeddable block. The extraction procedure
Original Binary image is carried out at the receiver side in the manner seen in figure
reprasentedinbits 8. 3x3 non-overlapping blocks are created from the received
Pivideintn Partition Chatk binary image. After that, each block is divided diagonally.
3|-“'.3" =ach 3'_&'5]— ?TﬁFﬂai"-:"rs'ﬂ'} Applying the same test that is used during embedding, each
— Sagonsly g block is examined to see whether it is carrying data or not.
The header length hidden bits are recovered from the central
Binaryimage Embad pixel by the receiver if block passes the test which is applied
With encrypted @-— enuypled dala [ during embedding process. The length of the encrypted
fledengzts 3t centerpinel secret data bit stream is then determined by decoding the
: ) header by Key 2. In accordance with the length information,
Figure 7. Embedding Process the appropriate size bit stream is extracted and decrypted
using the Key 2 and then with first key, referred to as keyl,
to produce the original binary sequence of concealed secret
Let H represents the header data. To recover the original hidden data, the binary format
AEncy = Enc; + H ®)] of the secret data is translated back to text.
D. Algorithm for Encryption
Ency = AEnc, ® KB2 ) 1) Get Secret dqta and two different secret keys Keyl
and Key?2 as input.
2) Binaries the data and encryption keys.
C. Embedding and Extraction process 3) Apply X-OR encryption on binary data and the secret
During the embedding procedure, first the user chooses keyl.
an image to cover the secret data. Then the binary matrix 4) Append header bits prior to encrypted data
is created from the given image. The chosen origina] 5) Encrypt appended data with secret Keyz using X-OR
image binary matrix is separated into non-overlapping 3x3 operation
blocks.Block by block, the picture “I” is scanned to de- 6) Stop

termine which blocks are suitable for holding data. These
embeddable blocks are tallied, and the user is prompted
to choose another image if the result is fewer than the
required amount of bits to be embedded. This process is
repeated until a suitable image is selected. A 3X3 pixel non-
overlapping block is created from the selected image.Next,
the block’s embeddability is examined. One bit of the

E. Algorithm for embeddability test of a block

1) Take the block and cut it into four equal half using
a diagonal slice.

Count how many pixels are black and white in each
diagonal division, then pair them.

2)
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Figure 8. Extraction Process

3) For each block, count the number of distinct pairs
before and after embedding.

4) Get the connectivity information for each block.

5) The block is said to pass the embeddability test
if it has horizontal, vertical, and diagonal (HVD)
connection and the number of distinct pairs is more
than or equal to 2.

6) Stop

F. Algorithm for Embedding

1) Get suitable image and divide into 3X3 pixel blocks.

2) Represent block into binary matrix

3) Check whether the block passes the embeddability
test in step three.

4) Match the centre bit to incorporate 1 bit of encrypted
data by flipping it if necessary if the block passes the
test in step 1 above.

5) Apply steps 3 and 4 to embed each encrypted data
bit in the same manner.

6) stop

G. Algorithm for extraction

1) Get image with hidden data bits and divide into 3X3
pixel blocks.

2) Represent block into binary matrix

3) Evaluate the block’s embeddability to see if it passes.

4) Extract the centre bit if the block passes the test in
step 3.

5) Extract header size number of bits of the encrypted
data bits in the same way applying step 3 and 4 .

6) The extracted header bits are then decrypted using
the secret key2.

7) Get length of encrypted hidden data from the de-
crypted header and extract bits from further blocks
in the same way applying step 3 and 4 and decrypt
using secret Key 2.

Figure 9. Original images before hiding data (a)Baboon
(b)Lena(c)Cartoon(d)Cat(e) Dinosaur(f)Hero

8) Decrypt obtained decrypted data bit in above step
by secret key 2 to get the original secret data bits in
binary form.

9) Convert bit stream obtained in above step into to text
form to get the hidden message.

10) stop

4. PERFORMANCE EVALUATION

The peak signal-to-noise ratio (PSNR) and Mean
Squared Error (MSE) are two common metrics for eval-
vating the efficacy of data concealing strategies. After
concealing data in a picture, a high PSNR value suggests
less distortion. C is the cover picture of dimension M by
N, and S denotes the image after data has been hidden in C
while preserving the same dimension M by N. Location of
pixel is denoted by (x,y) denotes the and x will have values
0 to M-1and y will have values 0 to N-1 respectively. The
PSNR value is calculated as follows:

MAX?
PSNR = 10.
SN. OIOgl() MSE] (7)
1 M-1N-1
MSE = — > UC@y) - S () ®)
x=0 y=0

As discussed in [39] theses metrics are not suitable for
binary image. The distortion induced by data hidden in the
pixel in a binary image is measured by the influence of a
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TABLE III. Result table after hiding data in Figure 9
Image  Image size Embeddable Flipped pixel Flipped pixel/ No. of hidden bits MSE PSNR Distortion
block Count score
Baboon 225X225 1400 29 0.45 573 3242 0.52
Lena 256X256 704 29 0.45 443  33.54 0.39
Cartoonl  257X196 798 28 0.44 556 32.55 0.40
Cat 225X225 327 30 0.47 593 3227 0.38
Dinosaur  285X177 431 34 0.53 6.74 31.71 0.40
Hero 225X225 466 37 0.58 731  31.36 0.40
TABLE IV. Performance comparative study
Method Image Embeddable location Flipped pixel Distortion score
Ours Baboon(225X225) 1400 29 0.52
[4] Baboon(225X225) 1217 34 0.55
[5] Baboon(225X225) 1338 31 0.51
[17] Baboon(225X225) 856 33 0.61
[50] Baboon(225X225) 739 35 0.63
Ours Lena(256X256) 704 29 0.39
[4] Lena(256X256) 851 27 0.37
[5] Lena(256X256) 890 25 0.41
[17] Lena(256X256) 687 30 0.57
[50] Lena(256X256) 689 41 0.51
Ours Hero(225X225) 466 37 04
[4] Hero(225X225) 556 35 0.51
[5] Hero(225X225) 583 32 0.41
[17] Hero(225X225) 365 39 0.57
[50] Hero(225X225) 177 Unsuitable -
Hipped pixel count (no.in bits)
60
50
40
30 -
20
10 -
ﬂ .
225X 3252565258 EETXJEIE 220X 22 5(285X17T|225K225
Baboon artuﬂnl cat  |Dinosaur| Hero

Figure 10. Images after 64 bits data embedding in figure 9 (a)Baboon
(b)Lena(c)Cartoon(d)Cat(e) Dinosaur(f)Hero

Figure 11. Performance analysis based on flipped pixel count

pixel value change on its adjacent 8 pixels. Average local
distortion for each image calculated using the formulae in
[39]. Define Di,j as the local distortion generated by a pixel
xi,j due to its flipping, assuming the image size is 2M 2N:
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MSE

8.00E-04
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6.00E-04

4 00E-04

2 .00E-04

220225

Baboon | Llena [Cartoonl) cat  |Dynosord Hero
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Figure 12. Performance analysis based on MSE

PSNR
r—0—0—e—

40.00

30.00

20.00

10.00

0.00
225X2251256X2 5612571 96(225X2 25(285X1 772252 25

Baboon| Lena Cartoon cat  |Dinosaurn Hero

Figure 13. Performance analysis based on PSNR

11
D;;= Z Z |xi—u,j—v -~ xi,j)| X kyy2v12 &)

u=—1v=-1

wherei=1,2,...,2M,j =1, 2,... 2N, and 1-xi,j is
the changed value of xi,j .The k represents influence weight
matrix as follows:

Distortion
0.80
0.60
0.40 ~—
0.20
ﬂﬂﬂ 1 1 1 1 1 1
& @ n, 5 4 o
o o g & N 5
o &P o e oF
<° & Gt

Figure 14. Performance analysis based on distortion factor

1/12 1/6 1/12
k=[1/6 0 1/6]
1/12 1/6 1/12
=\
D—; - (10)

Where Dri,j is the distortion introduced by r th flipped
pixel and s represents the total number of flipped pixels.
If the sequence of data bits to be hidden and sequence of
3X3 block pattern satisfying embeddability criteria matches
then that data bits are hidden without image distortion.
We used the MSE and PSNR as well as the average local
distortion introduced owing to pixel flipping to test the set of
standard photographs some images from [15].Results from
tests conducted on the pictures in figure 9 are displayed
in table 3. Figure 10 displays the pictures with the hidden
secret information. The hidden data considered as ”success”
, “abc” is used as key 1 and “xyz” is used as key 2. The
length of the encrypted concealed data, including header, is
64 bits. The data is systematically concealed in blocks that
pass the embeddability test. Figures 11 to 14 graphically
display the test results.

The outcome reveals that less than 0.5 is scored for
distortion and that around 50% of concealed data is incor-
porated without flipping pixels. If there are fewer uniform
blocks in the images—all white or all black pixels in a
block—the embeddability will be better. The design of the
cover image and the order of the bits in the data to be hidden
have a significant impact on how well this data hiding
approach performs. The arrangement of the 3X3 blocks in
the cover image and their order affect how well our method
works.

The performance of our technique in comparison to
other methods is displayed in Table IV. It has been found
that our method offers more embeddable blocks, or loca-
tions where data can be hidden. To conceal data bits of
the same size and order, relatively fewer pixels must be
reversed. In addition, the distortion factor is comparable.

5. CONCLUSION

This research revealed a novel technique for conceal-
ing data in monochrome photographs. With this block-
based approach, 3X3 blocks’ diagonal partition patterns
are examined to determine whether the block may hold
data when embedded. Based on the number of black and
white pixels in a block’s diagonal half as well as the
connectivity between the pixels in a 3X3 block as a whole,
the data is hidden. As long as the connectivity of the
pixels inside image blocks is retained, there will be little
to no visual loss. This approach is more secure because
encryption is used twice before hiding data in the image.
According to the results, nearly half of the data bits are
embedded without flipping the pixels, making it difficult
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Figure 15. Comparative graph

to locate concealed data. As a result, this technique can
be used for steganography for secret communication as
well as watermarking, which handles authentication, copy
control, and ownership declaration. This will prove to be a
successful data hiding technique for binary images where
data extraction does not require the original image.
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