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Abstract: In computer security, machine learning has a greater impact in recent years. Ranging from spam filtering, malware analysis,
and traffic analysis to network security the usage of machine learning algorithms are manifold. In the area of network security, machine
learning techniques are used especially in developing intrusion detection systems. There are basically two kinds of intrusion detection
systems - host intrusion detection systems and network intrusion detection systems. Even though machine learning techniques have
greatly improved the efficiency of the intrusion detection systems, they are vulnerable to adversarial attacks which are designed and
launched by adaptive adversaries who know the working principles of machine learning models. In recent years adversarial machine
learning has gained attention in the domain of machine learning in which attackers exploit the inherent fallacies in the assumptions
made in the machine learning models. In the domain of network security especially in intrusion detection systems, the significant role
of adversarial machine learning has not been addressed in detail. This survey examines different types of defenses deployed to mitigate
the impact of adversarial attacks. Their effectiveness in dealing with attacks is analysed and their limitations are discussed.
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1. INTRODUCTION

An Intrusion Detection System (IDS) is a surveillance
system that looks for malicious activity and also generates
alert messages when it is detected. Different kinds of intru-
sion detection systems are used to secure the applications
and information. They are, host intrusion detection sys-
tems, network intrusion detection systems, signature based,
anomaly based and hybrid. Host intrusion detection system
is installed in the personal computer and observes the inflow
and outflow of traffic and looks for any abnormal activity
through analysis. Network intrusion detection system is
a system designed to operate at the network level. It is
designed and installed such a way to monitor network traffic
from all network and personal computer systems. It also
monitors the traffic which goes into the devices in the
network. In signature based intrusion detection system, the
system has a database of the signature of all the known
attacks and this signature is used to detect attacks. But
it cannot detect attacks which are not in the signature
database. A benchmark for normal network behaviour is
analysed and set in anomaly based intrusion detection
systems. If any network behaviour is not in line with this
normal benchmark then that behaviour is deemed to be
malicious. To notify this attack an alarm will be raised
by the intrusion detection system. The blend of signature

and anomaly based intrusion detection system are known
as hybrid intrusion detection system.

Adversarial machine learning is the study of vulnera-
bilities exists in the machine learning and deep learning
based intrusion detection models. In this, attackers exploit
the inherent problems in the assumptions made in the
machine learning models. The main objective of these
attacks is to influence the machine learning model so that
they misclassify them. That is, a malignant attack will be
classified as normal, thus enabling the attacker to bypass
the peripheral security measures [1]. Attackers can take
advantage of the gap between the data distribution fitted
by a machine learning model and the theoretical data dis-
tribution space, known as adversarial space, to fool machine
learning algorithms. Adversarial attack is launched using the
following steps. Consider a data point x belonging to class
C. An adversarial attacker changes the x to new data point
x’ by adding small perturbation so that x’ is incorrectly
classified by the classifier as something other than class C.

There are two phases in a machine learning model as
the training phase and the inference phase. The adversarial
attacks can happen in either phase. The methods used
by malicious actors to launch adversarial attacks can be
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classified into two based on the phase of the attack, namely
data poisoning and model poisoning. In a data poisoning
attack, the attacker uses incorrect labels of data samples to
train the model, causing the model would produce wrong
labels at the test time. In the model poisoning attack, the
attacker generates adversarial samples from clean samples
by adding imperceptible perturbations. Then this adversarial
sample is used with testing algorithm to make the model
generate false label.

Machine learning based intrusion detection systems
suffer from following issues: large data, novel attacks,
false alarm rate, unbalanced data set, response time and
adversarial attacks [2]. Among the problems mentioned,
adversarial attacks endanger the security of the machine
learning model itself.

The machine learning models used in network security
applications are under attack from adversarial samples.
These adversarial samples fool the classifier to misclassify
attack traffic as normal/benign traffic. It poses grave threat
on the security of the classifier. There is a need to know
about the vulnerabilities of machine learning based intrusion
detection systems. Defense tactics for machine learning-
based intrusion detection systems are still a relatively new
area of study. This is the motivation for doing an in-
depth survey that will provide directions for future research.
This work differs from the previous survey [3], which
covered limited defense strategies and did not provide a
classification, the latest mitigation strategies are examined
in detail.

A. Attacks

The adversarial samples are generated using algo-
rithms such as Fast Gradient Sign Method (FGSM)[4],
Projected Gradient Descent (PGD) [5], zeroth order opti-
mization (ZOO) [6], Jacobian-based Saliency Map Attack
(JSMA) [7], NES [8], Boundary Attack [9], Pointwise[10],
HopSkipJumpAttack[11], Carlini-Wagner (CW) [12], Opt-
Attack[13], Adaptive SMOTE (A-SMOTE)[14], IDSGAN
uses WGANTJ15] to generated adversarial samples for net-
work intrusion detection system domain, Hydra for ad-
versarial evasion attacks [16], Mutual Information based
Adversarial Attack [17] [18], DoSWGAN[19], Elastic
Net Method (ENM) [20], FlowMerge[21], Anti-Intrusiond
Detection AutoEncoder (AIDAE)[22], Generative Ad-
versarial Active Learning (Gen-AAL)[23], Polymorphic
DDoS attacks using GANs[24], Brute-force Black-box
Method[25], Universal Adversarial Sample Generator (U-
ASQG)[26], Constraint-Iteration Fast Gradient Sign Method
(CIFGSM)[27], Attack-GAN[28], TANTRA[29], Selec-
tive and Iterative Gradient Sign Method (SIGSM) [30],
Wasserstein Generative Adversarial Networks with Gra-
dient Penalty (GP-WGAN) [31], Randomized Rounding
Approach (tFGSMS), Deterministic Approach (dFGSMS),
DeepFool [32], Multi-Step Bit Gradient Ascent (BGAS)
[33], Basic Iterative Method (BIM) [34], Bit Coordinate
Ascent (BCAS)[33], Momentum Iterative Fast Gradient

Sign Method (MI-FGSM) [35]. These are used in network
intrusion domain.

These attacks are classified into white box, black box
and grey box attacks. In white box attacks the attacker
knows the weights, gradients, parameters used in the model.
In black box attack the attacker has no knowledge about
the training process used, features used, values of the
parameters and the model gradients. In grey box attacks
the attacker does not have the full knowledge of the model;
he only has partial knowledge about the classifier.

L-BFGS [36], One-pixel [37], Universal perturbations
[38], UPSET [39], ANGRI [39], ATNs [40], Houdini [41]
attacks are used exclusively in computer vision domain.

Gradient based adversarial attacks are generated by box-
constrained L-BFGS, FGSM, JSMA, Carlini-Wagner (CW),
DeepFool, PGD, elastic net adversarial methods. These
methods use the gradients of the input features rather than
the loss of the cost function to create adversarial samples.
Z00 utilizes the confidence score predicted by the classifier
to generate adversarial attacks.

2. DEFENSES

Adversarial attacks significantly reduce the accuracy of
intrusion detection system classifiers. Improving the accu-
racy of classifiers in the midst of the presence of adversarial
samples is the work of defense mechanisms.

The survey examines various defense mechanisms used
to mitigate the effects of adversarial attacks. The scope of
this study relates only to the defense mechanisms proposed
exclusively for the area of network intrusion detection
systems.

The defense mechanisms are divided into proactive and
reactive mechanisms. A proactive defense strategy antici-
pates the nature of attacks and is prepared to overcome them
in advance. The reactive defense mechanism addresses the
problem of adversarial attacks as they arise.

A. Proactive

In min-max optimization [33], the authors want to
know how resilient deep learning-based intrusion detection
systems are to adversarial attacks generated using the Max
approach to maximize the loss. They used Fast Gradient
Sign Method, FGSMS with Multiple Step, Multi-Step Bit
Gradient Ascent (BGA), Bit Coordinate Ascent (BCA) to
create adversarial attacks. They have proposed adversarial
training and Principal Component Analysis (PCA) based
dimension reduction as defence mechanism using UNSW-
NB 15 [70] dataset. They found that adversarial sample
generation techniques such as BCA and BGA, developed
for binary domains can also be used for continuous domains
and BGA showed great effect in bypassing the classifiers
among all the attacks. Their proposed defence technique
made the Deep Neural Network (DNN) based IDS more
reliable. DNN has an accuracy of 92% under normal
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TABLE I. Accuracy in % of GAN based [42] approach

Model Original After Attack After GAN Adversarial Training Improvement
DNN 89.12 56.55 84.31 27.76
RF 86.12 56.63 81.31 24.68
LR 87.6 56.15 86.64 30.49
NB 69.64 56.55 82.83 26.28
DT 84.86 60.32 83.22 229
KNN 85.37 56.55 79.31 22.76
SVM 88.49 43.44 84.31 40.87
GB 87.6 65.38 82.97 17.59

circumstances and BCA based adversarial attack completely
evaded it. DNN combined with PCA and adversarial train-
ing combined, the evasion rate falls from the range of 24.2-
15.7 to the range of 5.0-2.9. The results of this investigation
shows that DNN which used the dFGSM adversarial sam-
ples for adversarial training performed better under attack
from Fast Gradient Sign Method, FGSMS with Multiple
Step, Multi-Step Bit Gradient Ascent (BGA) adversarial
samples with the exception of BCA samples. Here, the
methodology used is Adversarial Training along with PCA,
which entails retraining the classifier. The proposed defence
mechanism can only defend against known attacks and fails
against unknown adversarial attacks. This paper considered
only black-box and white-box Attacks

In Generative Adversarial Network (GAN) based [42]
technique the authors wished to find the effect of ad-
versarial attacks generated using GANs and proposed a
defence technique using GAN to protect against adversarial
perturbations. The following models DNN, RF, Logistic
Regression(LR), Naive Bayes (NB), DT, KNN, SVM, and
gradient boosting (GB) are tested for their robustness.
Adpversarial attacks which can evade detection by machine
learning based IDS are crafted using GAN. These attacks
were created by only modifying the content features of
the data instances thus preserving the functional behaviour
of the network traffic. Here probe attacks were passed
on as normal traffic by fooling the classifier. The general
defence methodology used here is adversarial training. Here
the adversarial training based defence technique is used
to increase the resilience of the classifiers this needs the
retraining of the classifiers with augmented training data.
Models trained with GAN based adversarial samples show
better resilience when attacked with adversarial samples.
On an average there is a 26% improvement in accuracy
with SVM achieving the highest improvement. Work needs
to be done to evaluate the performance for other types of
attacks like r2l, u2r, dos. The attack method used here is
black box attack. KDD99 [71] dataset is used. In Table ??
the effectiveness of the proposed mechanism is reported.

In robust self-protection [43], only network flows corre-
sponding to legitimate traffic and Denial of Service (DoS)
/ Distributed Denial of Service (DDoS) attacks from CIC-
IDS2017 dataset are used in this assessment. A multilayer

perceptron (MLP) is used as the classifier. Here the authors
have designed and provided a protection mechanism against
DDoS attacks in Software-Defined Networking (SDN) en-
vironment. They used FGSM attack technique to generate
adversarial flows of DDoS attacks such as Hulk, Slowloris
to bypass the MLP classifier and trick into thinking it
was normal traffic flow. FGSM is successful in fooling the
classifier. As a defence mechanism, adversarial retraining
of the model is proposed and implemented. The FGSM
generated adversarial samples of DDoS attack samples were
added with original training data and the model is retrained
with this combined data. This newly trained model is able
to detect the adversarial attacks with improved accuracy and
without much delay. This improvement in performance is
shown by less system load and quick server response time.

In reconstruction from partial observation (RePO) [44],
the dataset used is CIC-IDS2017. The model used here is
denoising Auto Encoder with masks to block out certain
input features during training and testing. This is tested in
Software Defined Network (SDN) environment. The authors
used Reconstruction from Partial Observation (RePO) with
denoising Auto Encoder to improve the detection perfor-
mance of network intrusion detection system (NIDS) by
up to 29% in normal scenarios and by upto 45% in an
adversarial scenario. It is a white box attack scenario.
Without using mitigation NIDS detection rate dropped by
70% for packet-based IDS and 68% for flow-based IDS. The
adversarial attacks are generated according to the principles
set out in [45]

In ensemble adversarial training [46] CSE-CICIDS2018
dataset is used. From this dataset 250,000 anomalous traffic
flows are randomly selected to convert them into adversarial
samples. For this purpose the following white box attack ap-
proaches are used Fast Gradient Sign Method [4], Iterative
Attack (I-FGSM) [34] and Momentum Iterative Fast Gra-
dient Sign Method (MI-FGSM) [72]. The extended dataset
is used to rebuild the models such as Multilayer Perceptron
(MLP) [73], Convolutional Neural Network (CNN) [74],
and CNN with Long Short-Term Memory (LSTM) layers,
i.e., C-LSTM [75] and the result is examined. This approach
increased the models’ resilience, and the results showed that
these models were able to identify hard-to-detect anomalous
malicious traffic.

http://journals.uob.edu.bh



i

£
A7)

CNNE)

10 Alisy
)

1290 “w-—" N. Dhinakaran and S. Anto: Defenses for Adversarial attacks in Network Intrusion Detection System...
TABLE II. Defense mechanisms and their performance
No Method Type of De- ML/DL Attacks Dataset Network Performance
fense Model
1 Min-max Adversarial DNN PGD, UNSW-NB Traditional- evasion rate
optimiza- Training FGSM, 15 Wired falls from
tion [33] BGAS, the range of
(proactive) BCAS 24.2-15.7 to
the range of
5.0-2.9
2 GAN based Adversarial DNN, GAN based KDD99 Traditional - Accuracy
[42](proactive) Training LR, SVM, Wired improved
KNN, on an
NB,RF,DT, average of
and GB 26%.SVM
had the
highest im-
provement
3 Robust self- Adversarial MLP FGSM CICIDS2017 Software adversarial
protection Training Defined Hulk attack
[43](proactive) Network is stopped
(SDN) in 10s
4  Reconstruction Adversarial denoising Hashemi CICIDS2017 SDN 49% im-
from Partial Training autoen- [45] provement
Observation coders in detection
(RePO) perfor-
[44](proactive) mance
5 Ensemble Adversarial MLP, CNN, FGSM, CSE-CIC- Traditional - Attack
Adversarial Training C-LSTM, Iterative- IDS2018 Wired Success
Training Ensembling FGSM and Ratio drops
[46](proactive) Momentum to 6.7% for
Iterative- multi-class
FGSM. classifica-
tion and
5.78% for
binary clas-
sification
6 Min-Max Adversarial ANN,CNN, FGSM, UNSW-NB Traditional - Improved
Formulation Training and RNN BIM, PGD, 15 and Wired detection
[47](proactive) Carlini and NSL-KDD rate of the
Wagner models
(CW) and under inves-
Deepfool. tigation
7 DEF-IDS Adversarial DNN Multiclass CSE-CIC- Traditional - Showed
[48](proactive) Training GAN, IDS2018 Wired improved
FGSM, perfor-
DeepFool, mance
JSMA, and with 97.9%
BIM acccuracy
8 Adversarial Adversarial GAN GAN based CICDDoS SDN GAN
Deep Training 2019 performed
Learning better with
[49] accuracy
(proactive) of 94.38%
than CNN,
MLP and
LSTM
9 GCNN Adversarial GCNN FGSM Australian Traditional - 24.3% im-
and Data  Training Defence Wired provement
Augmen- Force in accuracy
tation [50] Academy
(proactive) Linux
Dataset
(ADFA-LD)
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TABLE II. Defense mechanisms and their performance (continued)

No Method Type of De- ML/DL Attacks Dataset Network Performance

fense Model

10 Deep Adversarial LR, SVM The KDD Cup Traditional - Better F1
Adversarial Training and DNN Poisson- 99 Wired score
Learning Gamma
[51] Joint Prob-

(proactive) abilistic
Model
method,
and Deep
Generative
Neural
Networks

11 RNN- Adversarial RNN JSMA NSL KDD Traditional - 13.44% im-
ADV [52] Training Wired provement
(proactive) in F1 score

12 Robust Adversarial DNNs FGSM, NSL KDD Traditional - Improved
DNN [53] Training BIM, PGD Wired the accuracy
(proactive) of the DNN

13 Robust Ran-  Adversarial Random JSMA power sys- Industrial 21% im-
dom Forest Training Forest tem dataset Control provement
[54] (proac- Systems in F1 score
tive)

14 Adversarially Adversarial Random FGSM, NSL-KDD Traditional - Better per-
Trained Training Forest JSMA, and CI- Wired formance
RF [55] Deepfool CIDS2017 with 99%
(proactive) and CW accuracy

15 Hardened Adversarial J48 Rule Based IoT smart IoT Performance
ML Training Decision Attack home improve-
Classifier Tree, RF, Sample dataset ment in F1
[56] Bayesian Generations score
(proactive) Network,

and SVM

16 Deep neural Adversarial DNN FGSM KDDCUP99 Traditional - F1 value
network- Training Wired improved to
based 0.996858
detection
model [57]

(proactive)

17 Hardening Defensive Random Features CTU-13 Traditional - 46% im-
Cyber Distillation Forest like number Wired provement
Detectors of outgo- in recall
[58] ing(Src)

(proactive) or incom-
ing(Dst)
bytes,
duration
of the
flows, total
number of
transmitted
packets are
modified as
group

18 Recursive Feature Re- ML binary FGSM CICIDS2017 Traditional - Improves
Feature moval based classifier Wired robustness
Elimination
Based
(RFE) [59]

(proactive)
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TABLE II. Defense mechanisms and their performance (continued)
No Method Type of De- ML/DL Attacks Dataset Network Performance
fense Model
19 Model Ensemble MLP, CNN NES, CSE-CIC- Traditional - Attack Suc-
Voting Learning and C- Boundary, IDS2018 Wired cess Ratio is
Ensembling LSTM Hop- close to 0%
[46] SkipJumpAt-
(proactive) tack,
Pointwise,
and Opt-
Attack
20 AppCon Ensemble RF, MLP, small per- CcCTU-13 Traditional - Blocks 75%
[60] Learning DT, AB, turbations Wired of evasion
(proactive) “Wide in the attacks
and Deep™ values of
(WnD) flow-based
features
combina-
tions
21 Detect and Defence Random FGSM, NSLKDD Traditional - Improved
Reject [61] against Forest PGD Wired the per-
(proactive) Transfer- formance
ability with better
accuracy
22 Adversarial Adversarial deep NES, CSE-CIC- Traditional - Significant
Query Query similarity Boundary, IDS2018 Wired reduction
Detection Detection encoder Hop- in Attack
[46] SkipJump Success
(reactive) Attack, Rate
Pointwise,
and Opt-
Attack
23 RNN- Finding Random JSMA NSL-KDD Traditional - 17 % im-
ADV [62] Optimal Neural Wired provement
(proactive) Weights Network F1 score
with when
artificial compare
bee colony with DNN
(ABO)
algorithm
24 Neural Neural Ac- ANN, FGSM, CICIDS2017 Traditional - RF and
Activation tivation Adaboost, BIM, CWwW Wired KNN
Based [63] RF, SVM, and PGD perform
(proactive) KNN better with
a recall
value of
0.99
25 Adversarial Adversarial Bidirectional FGSM, NSL-KDD Traditional - 26.46% im-
Sample Sample Generative PGD, MI- Wired provement
Detector Detection Adversarial FGSM in accuracy
[64] Network
(reactive) and DNN
26 FGMD [65] Feature LSTM Modifying IoTID[66], IoT Better per-
(proactive) Grouping values of MedBIloT formance
feature and [67] with 98%
their related accuracy
features
27 Data Defense RF, MLP, Altering Netflow Traditional - 55%
Transfor- against Data KNN values of based data Wired percent
mation [68] Poisoning the features reduction
(proactive) duration, in Attack
ex- Severity in
changed_bytes, RF
to-
tal _packets
28 MANDA Manifold ML FGSM, NSL KDD Traditional - 98.41%
[69] based BIM, CW Wired true-
(reactive) positive
rate (TPR)

when under
CW attack
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In min-max formulation [47] the authors have crafted
adversarial examples using FGSM, DeepFool, PGD, Basic
Iterative Method (BIM) and CW by inner maximization.
These adversarial attacks have significantly reduced the
accuracy of Artificial Neural Networks (ANN), Convolution
Neural Network (CNN), and Recurrent Neural Network
(RNN) models. These adversarial samples are then added
with training data to create an augmented dataset. This
expanded dataset is then used in the evaluation of ANN,
CNN, and RNN for the NSL-KDD [76] dataset and UNSW-
NB 15. This adversarial retraining approach based on min-
max formulation, improved the performance of the models
for adversarial samples.

In DEF-IDS [48] CSE-CIC-IDS2018 dataset is used.
This defense mechanism consists of two parts. In the
first part, Multiclass GAN 1is used to generate samples
which mimic the original data. The Multiclass GAN in
turn is a combination of Auxiliary Classifier GAN (AC-
GAN) [77] and Semi-Supervised GAN (SGAN) [78]. The
second part is multi-source adversarial retraining which
combines the adversarial examples crafted using FGSM,
DeepFool, JISMA, and BIM with the original dataset. This
retrained DNN on ensemble of adversarial training mech-
anism showed superior performance with an accuracy of
0.979.

In adversarial deep learning [49] method, the authors
have utilized GAN for DDoS identification in an SDN
scenario. They have employed adversarial training approach
as defense mechanism. In order to add adversarial data to
the original dataset, GAN is used as an adversarial sample
generator. Adversarial-trained GAN performed better than
MLP, CNN, LSTM classifiers for CICDDoS 2019 [79]
dataset with an accuracy of 94.38

In Gated Convolutional Neural Network (GCNN) and
data augmentation [50] method the authors first tested the
robustness of the GCNN against adversarial perturbations
performed using the FGSM method. The GCNN is trained
using the Australian Defence Force Academy Linux Dataset
(ADFA-LD) [80]. The accuracy of GCNN for clean samples
is 97.5%. This dropped to 35.4% under FGSM attack.
Then the authors used an adversarial training method to
increase the security of GCNN. In this defence method,
the adversarial samples generated by FGSM are added
with original clean samples and then the GCNN is trained
using this augmented dataset. This process increased the
accuracy of the GCNN from 35.4% to 60.7%. This defence
procedure suffers from disadvantages such as the need to
retrain the classifier with adversarial samples, since only
FGSM samples are used for the adversarial training the
model becomes ineffective against other adversarial samples
other FGSM, need to evaluate the model in terms of the
training time and testing time taken.

In deep adversarial learning [S1] the authors proposed
the data augmentation method to primarily address the data

shortage and class distribution imbalances in the NIDS
dataset such as KDD Cup 99. To address this problem, intru-
sion data is generated using the poisson-gamma joint proba-
bilistic method and Deep Generative Neural Networks. The
extended dataset is used for the training the IDSes which
are based on Logistic Regression, Support vector machines
(SVMs) and DNN. This method improved the detection of
low frequency attacks such as R2L. This method requires
retraining the classifier with newly generated data set. The
model becomes ineffective against adversarial samples other
than those for which it was trained for. The authors did not
explicitly assess the impact of adversarial samples on the
accuracy of the model.

In Random Neural Network-ADV [52] method the au-
thors have used adversarial retraining approach to improve
the robustness of random neural network. NSL KDD dataset
is used for the experiments. The clean dataset is used to
train the random neural network model initially and the F1
Score of 96.61 is obtained for DoS traffic. But the same
F1 score drops to 24.15 when the model is attacked with
adversarial samples. The adversarial samples are generated
using JSMA technique. Then training dataset is improved
with the adversarial samples of JSMA. Random neural
network is trained using the improved dataset to learn the
attack patterns of JSMA. Random Neural Network-ADV
improves the F1 score from 24.15 to 37.59 for DoS traffic
when tested with adversarial data. The solution outlined in
this paper request the need for retraining of the classifier
with adversarial samples. Since only JSMA attack samples
are used for Adversarial training, the model will become
ineffective against adversarial attacks other than JSMA. The
authors have not evaluated the training time and testing time
taken.

In Robust DNN [53] the authors study the performance
of deep learning based IDS under adversarial machine
learning scenario. They studied the performance adversarial
training of deep learning model as a solution to problem of
adversarial machine learning in IDS. Under normal circum-
stances the DNN based IDS model performs with 99.61%
accuracy. The adversarial samples were generated using
FGSM, BIM and PGD and they reduce the accuracy of the
classifier to 14.13%, 8.85% and 8.85% respectively. Though
the newly trained model showed improved performance in
detecting adversarial samples, its accuracy dropped when
presented with stronger attacks. NSL KDD dataset is used
for these above experiments. The problems found in this
paper are the need for retraining of the classifier with
adversarial samples, the problem of only PGD samples are
being used for Adversarial training. The model will become
ineffective against adversarial attacks other than PGD, found
slight decrease in detector accuracy on unattacked network
traffic and did not evaluate the training time and testing time
taken.

In robust random forest [54] the authors tested the per-
formance of IDS under adversarial environment in Industrial
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Control Systems and proposed solution for the problem.
They used power system data set for this testing. Under
clean sample the Random Forest based IDS has shown
to be performing well with an F1 score of .62. JSMA
technique is used to generate adversarial samples which
have successfully fooled the classifier and the F1 score
reduced to 0.55 from 0.62. To improve the performance
adversarial training approach is used. In this solution JSMA
generated samples are labelled with original labels and
supplemented with original clean samples. This improved
data set is used for training the model. The newly trained
model learned the attack pattern well. After this proposed
defence mechanism the model performed well in identifying
adversarial samples and the F1 score improved from 0.55 to
0.76. This has few problems and they are need for retraining
of the classifier with adversarial samples, only JSMA attack
samples are used for Adversarial training, the model will
become ineffective against adversarial attacks other than
JSMA and did not evaluate the training time and testing
time taken.

In adversarially trained Random Forest [55] method
adversarial retraining approach is used to improve the
robustness of classifier based on Random Forest. Train-
ing dataset is improved with the adversarial samples of
FGSM, Deep Fool, CW. NSL KDD dataset is used in this
experiment. Random Forest is trained using the improved
dataset to learn the attack patterns of CW and Area Under
the Curve (AUC) of the RF has improved from 0.62 to
0.9944. The CW attack lowers the AUC of the RF classifier
to .62 from 0.9884. The following are the challenges in
the proposed method, need for retraining of the classifier
with adversarial samples, the model will become ineffective
against adversarial attacks other than what it is trained on,
and did not evaluate the training time and testing time taken.

In hardened machine learning classifier [56] method
the authors used adversarial retraining approach is for
hardening of classifiers to defend against adversarial at-
tacks. Training dataset is enhanced with the adversarial
examples. Home Internet of things (IoT) network dataset is
used for experiments. J48 Decision Tree, Random Forest,
Bayesian Network, and SVM classifiers are trained using
the enhanced dataset to learn the adversarial attack patterns.
Rule based attack sample generations technique is used to
generate adversarial samples. Adversarial sample reduces
F1 score from 99.9 to 79.8 for random forest. Proposed
method increases the F1 score of random forest classifier
from 79.8 to 99.9. The following are the issues in the
proposed method: need for retraining of the classifier with
adversarial samples, the model will become ineffective
against adversarial attacks other than what it is already
trained with, and did not evaluate the training time and
testing time.

In deep neural network-based detection model [57] the
authors proposed the adversarial retraining approach to
improve the resilience of classifiers to adversarial samples.

Training dataset is enhanced with the adversarial samples
of FGSM. KDD99 dataset is used. Deep neural network-
based detection model is trained using the enhanced dataset
to learn the FGSM adversarial samples. FGSM technique
reduces the F1 value of a model from 0.997379 to 0.176636.
Proposed method increases F1 value to 0.996858. This
approach has following issues need for retraining of the
classifier with adversarial samples, only FGSM samples
are used for Adversarial training, the model will become
ineffective against adversarial attacks other than FGSM, and
did not evaluate the training time and testing time taken.

In hardening cyber detectors [58] the authors proposed
a model to make Random Forest more resilient to adver-
sarial perturbations by training the Random Forest using
probability labels instead of hard class labels . CTU-13 [81]
dataset is used in this experiment. As a first step, probability
labels from hard class labels are generated, and then a
supervised model trained with the generated probability
labels to perform the cyber detection is deployed. The
adversarial sample reduces recall from 0.9684 to 0.2573.
In the proposed method recall has improved from 0.2573 to
0.5152. The problems of this method are training time of the
proposed method has increased from 32.3 s to 87.0s, need
for training a new model, increase in false positives rates of
the baseline performance of the “hardened” classifier, and
distillation becomes ineffective against adversarial samples
of CW technique.

In recursive feature elimination based (RFE) [59], first
the largest absolute difference under FGSM method for
attack is calculated and then those features are elimi-
nated. Principle Component Analysis (PCA), t-Distributed
Stochastic Neighbourhood Embedding (t-SNE), Unified
Manifold and Projection (UMAP), and parallel co-ordinate
plots are used to analyze and visualize the CICIDS2017
dataset. Recursive Feature Elimination Based (RFE) [82] is
used to remove the features from the dataset. This feature
removal strategy enabled the model to be robust against
adversarial attacks.

In model voting ensembling [46] Multilayer Percep-
tron (MLP) [73], Convolutional Neural Network (CNN)
[74], and CNN with Long Short-Term Memory layers (C-
LSTM)[75] models are used together to decide whether
a flow is normal or anomalous. In this method a flow is
classified as normal if only if all the three classifier pre-
dicted it as normal, otherwise the classification result would
be anomalous. This approach is able to defend against
Bot, DoS attack-SlowHTTPTest, DoS attack-Hulk, DoS
attack-GoldenEye, DoS attack-Slowloris, FTP-BruteForce,
SSHBruteforce, DDoS attack-LOIC-UDP and DDoS attack-
LOICHTTP adversarial samples with Adversarial Success
Rate close to 0

In AppCon [60] Application Constraints (AppCon)
method is proposed by the authors to counter effects of
the adversarially crafted samples. This is a model agnostic
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approach. Random Forest (RF), Multi-Layer Perceptron
(MLP), Decision Tree (DT), AdaBoost (AB), and “Wide
and Deep” (WnD) are used as baseline models to compare
with. CTU-13 dataset is used. This method restricts the
range of attacks that can be launched by the attackers. Then
there are ensembles of detectors and each detector takes the
application traffic flow from a particular web application.
The attacks are generated by changing the values in the
combination of flow-based features. This method thwarts
over 75% of evasion attacks without comprising perfor-
mance in normal scenario.

In Detect & Reject [61] the authors first studied the
impact of the transferability of the adversarial attacks on
the classifiers and then the performance of ensemble IDS
using SVM, DT, Logistic Regression (LR),, RF, and Linear
Discriminant Analysis (LDA) using the majority voting
rule. FGSM and PGD are used to construct adversarial
attacks from NSLKDD data. They used the Adversarial
Robustness Toolbox (ART) for the attack algorithms. The
authors used DNN to create adversarial samples. These
adversarial samples greatly reduced the accuracy of the
DNN, SVM, LR, DT and LDA. RF showed better resilience
than other models. Ensemble IDS, which comprises SVM,
DT, LR, RF and LDA is fooled by the adversarial samples
generated using DNN. This shows the effectiveness of the
transferrable nature of the attack samples. The proposed
Detect and Reject defence mechanism where in which each
of the five models are retrained with the original training
data and also the adversarial data labelled as “adversarial”.
Now the model has to predict three classes ‘“normal”,
“attack” and “adversarial”. After this tweak in the training
phase the RF shown to be performing better with greater
accuracy than DT, LR, SVM and LDA.

Random Neural Network is used in this RNN-ADV [62]
approach. Ant Bee Colony optimization algorithm is used to
find the optimal weights for Random Neural Network. Then
this trained RNN-ADV model is tested against adversarial
samples generated using JSMA technique. This approach
shows better performance than DNNs for normal traffic
under adversarial attack. F1 score of normal traffic using
RNN-ADV is 52.6% but DNN’s F1 score is 35.69% when
presented JSMA attack samples. Time to train the model is
longer in this approach

In neural activation based [63] method ANN model is
used for training and testing the IDS based on CICIDS2017
dataset [83]. The adversarial samples were created using
FGSM, BIM, CW and PGD methods. Then the neural
activations of the ANN for the test data of the CICIDS2017
dataset and also the neural activations of the adversarial
samples of the four attack algorithms are harvested. Then
these neural activations are used to train the following
models ANN, Adaboost, RandomForest, SVM, Nearest
Neighbor to detect adversarial attacks. Then the trained
models are tested against adversarial samples and RF and
KNN showed better performance with a recall score of 0.99.

In order to protect against data poisoning attacks data
transformation [68] is proposed as defense mechanism. In
this dataset(X) is used to train the IDS classifier and the
dataset is located in a database server. T is an invertible
function with the property as shown in Equation 1.

TN Tk) =T K) =k Vk €k 1))

T is used to transform each data sample x into Xx’.
This change is done by multiplying the values of
flow duration by value d, and dividing the values of
its flow exchanged bytes by value b. Attack Severity is
calculated using Equation 2.

. Recall (after the attack)

Attack Severity = | Recall (be fore the attack) )
This method significantly decreases the effects of a poison-
ing attack. Attack Severity reduces from 0.7016 to 0.1587
in Random Forest. The challenges in using this method are
increase in retraining time because of inverse transformation
operation and it does not defend against testing time attacks.
The experiments are conducted using Netflow [84] based
data.

B. Reactive

In adversarial query detection [46] the similarity in
successive queries to the IDS by the attacker using the black
box attack is exploited to identify attacks. A deep similarity
encoder is deployed for this purpose. If a particular Internet
Protocol (IP) address has this suspicious flow then that can
be construed as part of an active attack and the IP address
can be blacklisted. This approach has significantly reduced
the Adversarial Success Rate of adversarial samples.

In adversarial sample detector (ASD) [64], Bidirectional
Generative Adversarial Network is used as defence mech-
anism to develop ASD. The generator module takes in the
normal data and learns the distribution of the normal data.
Then the test data, test data’s reconstructed sample and
discriminator feature matching error are used to calculate
the reconstruction error. If the reconstruction error is high
then that test instance can be construed as adversarial
example. Adversarial examples are not fed to the classifier
based on DNN only non adversarial examples are fed.
Accuracy of the model is reduced to 0.164, 0.46, .30 from
0.76 respectively by the following attacks FGSM, PGD,
MI-FGSM. The ASD method improves the accuracy of
DNN when attacked with FGSM and PGD. ASD does not
improve accuracy in the event MI-FGSM attacks.

MANDA [69] is a MANifold and Decision boundary-
based adversarial sample detection system. NSL KDD
dataset is used here for evaluation. Most often, adversarial
samples are closer to the decision line to reduce magnitude
of the change made to the original sample, and although
they are mischaracterised into different classes, they are
usually closer to their original cluster of samples. These two
properties of the adversarial samples are used to develop
a system to detect adversarial samples. FGSM, BIM, CW
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attacks are used to evaluate the system and MANDA has
shown to be resilient with 98.41% true-positive rate and 5%
false-positive rate.

In Table II the comparative analysis of the surveyed
defense mechanisms are listed.

3. DISCUSSION

From the survey following insights are drawn. There
are two broad categories of defense mechanisms proactive
and reactive. In proactive defense mechanism the classifiers
are trained in advance to detect the original class of the
adversarial samples and they are adversarial training, defen-
sive distillation, feature removal based, ensemble learning,
defence against transferability, finding optimal weights,
neural activation, feature grouping, defense against data
poisoning. In reactive defense mechanism the method used
is to detect and identify the adversarial samples and they are
adversarial query detection, adversarial sample detection,
manifold based.

Most of the defense mechanisms, 16 out of 28, are
based on adversarial training. Adversarial training improves
the classifier’s performance in adversarial scenarios, but
can only provide security against known attacks. It does
not recognize attacks for which it has not been trained. It
requires retraining the model with known attacks, which
takes some time. Only one method is based on defensive
distillation. Both adversarial training and defensive distil-
lation mechanisms are shown to be not resilient against
CW attack. Most of the defense mechanisms are proactive
and only three are reactive defense mechanisms. There are
only three methods [46] [64] [69] proposed in network
intrusion detection domain to detect adversarial samples.
Little research is done on the network domain specific
adversarial attack generation methods. GAN based [42]
approach and FGMD [65] are the only ones to consider
domain specific constraints while generating adversarial
attacks. So there is a need to develop stronger defenses
against adversarial attacks in network intrusion detection
system domain.

4. CONCLUSIONS AND FUTURE WORK

This survey examined in detail various defense strategies
to protect the intrusion detection classifiers. This work has
categorized these strategies according to the underlying
methodologies used to harden the intrusion detection clas-
sifiers. The adversarial attacks have reduced the accuracy
of classifiers to 8-43%. The mitigation mechanisms have
increased the accuracy to 79-99%. This performance im-
provement is only achieved for known attacks. Developing a
stronger defense mechanism to detect known and unknown
adversarial attacks is a promising research topic.
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