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Abstract: A recommendation system, often called a recommender system, is a kind of artificial intelligence (AI) algorithm that suggests
or recommends products to both current and potential clients based on big data. It makes use of data to anticipate, target, and pinpoint
what customers are looking for from an ever-expanding range of options. To identify them, a variety of indicators may be employed,
such as past purchases, search history, demographic data, and other factors. It helps the users locate products and services for people that
they are unable to locate to help them. At the initial level with a new customer, due to lack of knowledge, the Recommender System
(RS) has a cold-start issue while making suggestions. Upon registering with the system, new users do not have access to any history
of their choices or interactions. Without this information, the system is unable to offer customized recommendations. Furthermore, a
newly introduced object to the system has no pre-existing interactions or preferences with other things. This poses a challenge for the
algorithm to make recommendations based on user preferences. The cold start issue can limit the effectiveness of recommendation
systems as they struggle to provide suggestions due to lack of information about individuals and products. This may result in users not
returning to the system leading to a user experience. Recommendation systems adopt strategies like content-based filtering, collaborative
filtering, hybrid systems, knowledge-based systems and demographic data to overcome the cold start problem. In this paper a method
combining Cosine Similarity (CS) and Matrix Factorization (MF) is proposed as a solution, for addressing the cold start problem and
further resolving sparsity challenges.

Keywords: Recommendation System, Collaborative Filtering, Cold-Start, Matrix-Factorization, Cosine Similarity, Sparsity

Introduction:

A. Recommendation System:
Recommender systems (RSs) are a subclass of AI sys-

tems that deliver users recommendations based on their
past actions and preferences. RS attempts to offer precise
and pertinent recommendations in order to improve the
user experience and promote additional participation. In the
current world, RS has a number of possible applications,
such as social networking, online commerce, and streaming
of audio and video. To identify possible future actions
and interests, users’ past actions and interests—including
purchases, ratings, clicks, and search queries—are analysed
[1].Three different types of recommender systems can be
distinguished: content-based, collaborative filtering, and hy-
brid. The choice of recommendation system to utilize is
influenced by the available data, the application’s goals, and
the demands of the users.

Figure 1. Model of Recommendation Process

B. Background:
The origins of recommendation systems may be found

in the early days of online shopping and data retrieval.
Early recommendation systems used simple algorithms to
suggest products based on factors like product popular-
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ity and common pairings. Collaborative filtering is one
example of how technological progress has led to more
nuanced recommendation systems that take into account
users’ shared interests and behaviours [2]. The advent of the
Internet and online purchasing in the late 1990s and early
2000s likely prompted a rise in the use of recommendation
systems at that time. Amazon and Netflix, two of the
most popular online services, have contributed greatly to
the surge in popularity of suggestions [3].Over time, the
advent of big data and machine learning has allowed for
a continuous rise in the complexity of recommendation
systems. Recommendation systems in the future may handle
enormous data sets and use advanced algorithms like deep
learning and reinforcement learning to improve the quality
of their recommendations and make them more relevant to
the individual using this information [4].

C. Types of Recommendation System:
Various recommendation systems exist, each with its

own advantages and disadvantages:

Content-Based Recommendation Systems: These systems
provide suggestions based on the user’s previous
interactions with similar products or information. A
content-based recommender system may, for instance,
propose further rock music to a user who already often
listens to that genre [5].

Collaborative Filtering Recommendation Systems: These
algorithms provide suggestions based on the tastes
and actions of customers who are like themselves. A
collaborative filtering system may recommend a movie
that one user enjoyed to another with comparable viewing
preferences [6].

Hybrid Recommendation Systems: To provide more
precise and individualised suggestions, these systems
combine the capabilities of content-based and collaborative
filtering techniques [7].

Matrix Factorization Recommendation Systems: In
order to offer suggestions, these systems break down
the user-item interaction matrix into latent user and item
variables and then compare these factors to arrive at a
consensus [8].

Deep Learning Recommendation Systems: Recommender
systems like this simulate user-item interactions using deep
neural networks to provide suggestions [9].

Reinforcement Learning Recommendation Systems:
These systems create suggestions by using reinforcement
learning methods, which learn from the user’s input and
behaviours over time [10] [11].

The choice of recommendation system depends on
the specific requirements of the application, the availability
of data, and the goals of the recommendation system.

Figure 2. Recommender System’s Type

Some systems may be more suitable for certain types of
data, while others may be better suited for specific use
cases or requirements.

Collaborative Filtering:
Collaborative recommendation systems are based on the
premise that it is possible to forecast which items a certain
user of the system would find attractive or interesting
by analysing data on prior user behaviour or community
views. Pure collaborative approaches have as their sole
input a matrix of defined user-item ratings and often
provide the following sorts of outputs: a prediction of how
much the current user will love or hate a certain item, and
a list of n recommended things. Methods of determining
a user’s tastes or opinions based on their similarities to
other users’ use patterns are known as similarity-based
recommendation systems. There are two primary types
of collaborative filtering: those that include users helping
each other, and those that involve users helping each other
with specific items [12].

User-user collaborative: To filter out irrelevant
information, we look for people who are similar to
our target user and provide recommendations based on
the content that these users have shown interest in.
Collaborative filtering works on the premise that people
with similar tastes and interests would appreciate analogous
content. Using techniques like Pearson Correlation and
cosine Similarity to provide user-to-user collaborative
filtering [13].

Item-item collaborative: In the process of filtering,
comparable things to those that the target user has
previously enjoyed are found, and suggestions are then
made based on these similar items. According to this
kind of collaborative filtering, users are more inclined to
enjoy things that are similar to one another. Item-item
collaborative filtering may be implemented with the
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help of techniques like Cosine Similarity and Jaccard
Similarity [14] [15]. Collaborative filtering’s scalability is
a big plus since it doesn’t need any domain expertise to
provide useful recommendations. Collaborative filtering
is especially useful for dealing with the ”cold start”
issue, in which suggestions must be made for a user
who has no past experience with the system [16]. But
there are certain restrictions to collaborative filtering as
well. For instance, it may fall victim to the ”popular
items” bias, in which popular goods are suggested more
often than the consumer would want. Furthermore, there
may not be enough individuals with comparable likes for
collaborative filtering to be successful. This might make
accurate suggestions difficult or impossible for users with
unusual or specific preferences. The measures by which
a collaborative filtering system’s efficiency is measured.
Some commonly used metrics include accuracy, precision,
recall, F1-score, and mean squared error [17].

Issues in Recommender System:

Data sparsity: Recommender systems frequently
experience data sparsity, which is a dearth of information
about consumer preferences for certain goods. As a result,
some users may receive erroneous recommendations or
maybe none.

Cold start issue: A recommender system may be
unable to provide accurate suggestions when a new user
or item has been introduced to the system. This is often
referred to as the cold start problem.

Diversity and novelty: While recommender systems
frequently choose to suggest well-liked goods, there is a
dearth of diversity and novelty in the recommendations.
Because of this, users may pass on items that would be of
interest.

Privacy and Security: Issues might arise as a result
of the frequent collection of large amounts of user data by
recommender systems. User data needs to be safeguarded
and handled properly at all times.

Fairness and bias: Based on variables like gender,
colour, and age, recommender systems may be prejudiced
and produce unjust recommendations. Having a fair and
impartial design for the system is crucial.

Interpretability: Given how complicated the algorithms
employed by recommender systems to provide
recommendations can be, these systems can be challenging
to understand. Users may become frustrated as a result,
losing faith in the system.

Scalability: Recommender systems need to be able
to handle large amounts of data and users, which can
be a challenge in terms of processing power and storage
capacity.

Matrix Factorization: Factoring a huge matrix into
smaller matrices that represent the underlying structure and
connections in the data is a common task in data mining and
recommendation systems, and is accomplished by a process
called matrix factorization. When discussing factorization
in the context of recommendation systems, the user-item
interaction matrix is the norm. This matrix contains user
preferences and actions across a variety of objects. Matrix
factorization is a technique where the original matrix is
approximated by multiplying two other, lower-dimensional
matrices, the user and item matrices. The user matrix
reflects consumers’ latent preferences across products,
whereas the item matrix represents products’ latent features
[18]. By uncovering the latent user and item factors, matrix
factorization may be utilised to create suggestions by
pinpointing the things most comparable to those with
which a user has previously engaged. Techniques like
cosine similarity and Euclidean distance [19], may be used
to calculate the degree of similarity between two things,
and the most similar items can then be suggested to the
user. Because of its scalability and its ability to identify
intricate connections between consumers and products,
matrix factorization has found widespread use in the field
of recommendation systems. Matrix factorization may be
accomplished in a number of ways, each with its own
set of advantages and disadvantages. Common methods
include SVD, NMF, and latent factor models. When used
to recommendation systems, matrix factorization proves to
be an effective method for making precise, user-specific
suggestions in light of hidden correlations and patterns in
the data [20].

Figure 3. Matrix Factorization

Idea Behind Matrix Factorization:
Data analysis, compression, and dimensionality reduction
are just few of the many applications of matrix factorization
(MF), a mathematical method used to partition a matrix
into numerous matrices. The goal of MF is to locate a
set of matrices that, when multiplied together, closely
resemble the original matrix. The procedure entails finding
a low-rank approximation of the original matrix by
lowering the number of dimensions. Matrix factorization is
a mathematical process that includes locating two matrices,
U and V, whose product is close to the original matrix A.
That is, A = U × V. The procedure of determining these
matrices entails reducing the difference between the original
matrix and the product of the component matrices. This
may be performed using many approaches such as Singular

https:// journals.uob.edu.bh/

https://journals.uob.edu.bh/


778 Department of Computer Science and Information Technology

Value Decomposition (SVD), Principal Component
Analysis (PCA), and Non-negative Matrix Factorization
(NMF) [21].While these methods use various approaches
to solving the issue of locating the component matrices,
they all have the common goal of finding the most accurate
low-rank approximation to the original matrix. After
discovering the factor matrices, the information may be put
to use in several applications, including recommendation
systems, picture and audio compression, and statistical
analysis. The factor matrices may be used to anticipate
user preferences for items in recommendation systems
based on their past ratings and interactions with the system.

Cosine Similarity: Two vectors in an n-dimensional
space are said to have a high CS if they are very similar to
one another. It is often used in IR and RS as a measurement
of item or user similarity. When comparing two vectors in
an n-dimensional space, the cosine similarity is determined
by taking the cosine of the angle between them [22].
It may take on values between -1 and 1, with a value
of 1 indicating that the vectors are identical, a value
of 0 indicating that they are orthogonal and share no
similarities, and a value of -1 indicating that they are very
different. Cosine similarity is useful in recommendation
systems since it quantifies the degree to which two users
or two objects have common tastes or other attributes. In
the user matrix, for instance, the cosine similarity between
two latent vectors is near to 1 if the users have many
preferences, such as a shared taste in movies [23], their
latent vectors in the user matrix would be similar, and
the cosine similarity between the vectors would be close
to 1. Similarly, if two items have similar characteristics,
their latent vectors in the item matrix would be similar
[23], Similarly, if two items have similar properties, the
cosine similarity between their latent vectors in the item
matrix will be near to 1, signifying that the cosine of the
similarity is close to 1. Because of its relative ease of
usage and understanding, cosine similarity is often used in
recommendation systems. It’s also quite computationally
efficient, thus it works well for massive recommendation
networks. Nevertheless, it has several restrictions that
make it less ideal for particular applications, such as being
sensitive to the size of the vectors and not having a clearly
defined distance measure. To sum up, cosine similarity
is a helpful measure of similarity in recommendation
systems, since it provides a simple approach to compare
the preferences or features of various individuals or things
and arrive at accurate and individualised suggestions.

Idea Behind Cosine Similarity: The CS is to measure the
similarity between two vectors based on their orientation
and direction, rather than their magnitudes. In text analysis,
documents can be represented as vectors with each
dimension corresponding to a word or phrase in the
document. This makes it helpful for a range of applications
where the magnitudes of the vectors may not be relevant.
The document’s frequency of words is represented by
the vector’s magnitude, and its distribution of words

Figure 4. Cosine Similarity

is indicated by its direction [24]. The cosine similarity
measure can then be used to determine how similar two
texts are based on the overlap in their word distributions.
Similar to this, images can also be represented as vectors
in image processing, where each dimension corresponds
to a distinct pixel value. By analyzing the orientation
of a pair of photos instead of their pixel magnitude,
CS can be used to compare two images [25]. CS is
helpful in determining the degree of similarity between
two clients or items in terms of RS based on their
feature vectors. A feature vector of each movie’s genre,
director, actors, and other pertinent characteristics, for
instance, can be created if we have a dataset of user
ratings for movies. Then, using cosine similarity, we
may suggest films that are comparable to the ones a user
has given good ratings in terms of their feature vectors [26].

Unification of Matrix Factorization and Cosine
Similarity:
MF and CS are commonly applied to model-based and
memory-based collaborative filtering respectively. MF
is a popular approach for model-based collaborative
filtering, where it factors the user-item rating matrix into
lower dimension matrices, such that the product of these
matrices approximates the original rating matrix [27]. This
approach is commonly used in RS to predict user ratings
for unrated items. On the other hand, Cosine Similarity is
a common technique used in memory-based collaborative
filtering, where the similarities between users or items are
computed using the CS measure. Based on the hypothesis
that users with similar item rating habits would have
similar preferences in the future, this method may aid in
determining which products a user is most likely to find
interesting [28]. By tailoring suggestions to individual
users based on their prior interactions with the system,
both methods may be utilised to enhance the reliability of
a recommendation service.

Cold-Start Problem: It’s not uncommon for
recommendation systems to struggle with the ”cold
start” issue. It happens when the system doesn’t know
enough about a person or product to make an accurate
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prediction of their preferences or attributes. A new user
may not have provided any information about their
preferences; therefore, the system will be unable to provide
useful suggestions. Since the system could not know
anything about the features of a new product, it can’t
say anything about how well it will sell [29]. There are
several ways to overcome with the cold-start problem in
recommendation systems, including:

Content-based recommendation: Using this method,
the system generates suggestions based on the objects’
qualities and other accessible information. When there is a
lot of data to work with, this method excels, but it may
backfire if there isn’t enough to go on or if the user’s tastes
don’t accurately reflect the attributes of the objects [30].

Collaborative Filtering with Shrunken Nearest Neighbors:
In order to offer suggestions, this method takes into
account the similarities between users. The technology
determines how similar the new user is to all other
users and then offers suggestions based on the tastes of
those users with whom they have the most in common [31].

Hybrid approaches: These methods use an integrative
approach to making suggestions by using a number of
different methods, including content-based and collaborative
filtering. Content-based recommendations might be used
for novel users or products, with collaborative filtering
taking over when sufficient data is provided. In conclusion,
there is ongoing work to address the cold-start problem
that plagues recommendation systems. Application-specific
considerations suggest that many methods may need to be
used to adequately address the cold-start problem [32].

Factors that contribute to the cold-start problems:

Lack of interaction history: Algorithms have a hard
time determining a user’s or an item’s preferences or
interests when there is little or no interaction history [33].

Limit Item or User metadata: Metadata like descriptions,
classifications, and qualities that might be utilised to create
intelligent suggestions may be lacking or non-existent for
new goods or users.

Sparsity of the data: Since customers interact with
just a small number of items, the data matrices used in
recommendation algorithms tend to be sparse. There isn’t
enough information to make informed recommendations
for new markets or goods.Finding effective solutions to
the cold-start problem is a substantial barrier to providing
reliable recommendations, but it is a common challenge in
recommendation systems overall [34].

Literature Review:
As the e-commerce and information technology industries
have flourished since the advent of the Internet, so too has
the need for consumers to quickly and efficiently navigate

across vast information spaces. The recommendation
system (RS) is essential in today’s world of millions of
daily internet users because it allows people to quickly
and easily locate content that is tailored to their specific
needs. To this purpose, the recommendation system has
grown in prominence as a means of better serving end
users. Content-based filtering (CBF) and collaborative
filtering (CF) are the two most prominent developments
in the field of recommendation systems (RS). The goods
that CBF suggests to users are quite similar to those that
the user has expressed an interest in before. Instead, CF
makes suggestions to its users based on the tastes of their
”neighbours,” or others who use the service and share their
interests. It is the core premise of CF that if two individuals
have a viewpoint on one topic, they are more likely to have
opposing views on other topics. An information filtering
system, like a content recommender system, may be used
as part of the information retrieval process to deliver an
efficient and satisfactory user experience. As a result of
their convenience and accessibility, online marketplaces
have rapidly become an essential component of many
industries. The recommender system enriches the consumer
journey by highlighting previously unnoticed material and
streamlining the decision-making process when faced with
many options. As a result, the recommender system is
crucial to the growth of the e-commerce and IT sectors,
and its use is expanding into new fields [35]. A number of
studies have been evaluated with the intention of proposing
a remedy to this issue via the use of hyper-tuned Restricted
Boltzmann Machines (RBM) to regenerate tabular data.
Online retailers often use the hyper-tuned RBM, a deep
learning-based system for making product suggestions.
We use the Movies Lens, Film Trust, and Netflix rating
datasets to evaluate the efficacy of hyper-tuned RBM
in comparison to SVD, SVD++, Trust SVD, and Stack
Auto Encoder (SAE) models on a number of big datasets.
Finally, when compared to current recommender systems,
the suggested hyper-tuned RBM model for suggestion
has been shown to be both effective and reliable. In
comparison to the SVD, SVD++, Trust SVD, and Stack
Auto Encoder models, its findings indicate promise
as a reliable recommender system-building option [36].
Companies like Big Mart and Mall rely heavily on accurate
sales forecasting to ensure their continued success. Many
businesses rely on statistical or other traditional forecasting
methods to anticipate future sales, but these models may
be time-consuming and difficult to utilise with non-linear
data. To get around these restrictions, Machine Learning
(ML) methods has been used, which can deal with both
linear and non-linear data and efficiently process large
amounts of data, like the Big Mart dataset, which includes
a large number of customer and product data. To optimise
the parameters and select the best hyperparameters, a
Grid Search Optimization (GSO) technique has been used,
and then combined with the Xgboost technique, which is
commonly used for sales forecasting in retail companies.
Comparing the effectiveness of two implementation
strategies for collaborative filtering—memory-based and
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model-based—in Indonesia’s burgeoning e-commerce
sector, the findings demonstrated that the suggested model
yielded superior outcomes compared to other models [37].
Offline testing and user-based testing were utilised to
assess how well the sample data from PT X e-commerce
performed. Model-based and memory-based collaborative
filtering implementations, but fewer methodologies and
fewer participants in user-based testing. It was advised
that in future research, the number of respondents to be
increased as well as the kind of responses they provide,
all in an effort to better analyse the data. The most
extensively used methods for learning user profiles are also
highlighted, along with the classical and state-of-the-art
strategies for expressing things and user profiles. User-
generated material and accidental suggestions are also
discussed [38],Using the POS-tagging mechanism available
in the NLTK framework, a user profile model is built that
outperforms current state-of-the-art recommender methods.
Every time a user checks in, the system updates their
tags and presents them with a list of recommendations
based on what they’ve shown to be interested in [39],
solves the issue of too much data by bringing together
the strengths of deep neural networks and improved
matrix factorization. By including both biases and a
trustworthy user’s neighbourhood, the matrix factorization
model is robustly regularised. The interaction between
rating and review-based latent components is extracted
via Collaboration Matrix Factorization (CMF) through a
projection approach and Convolutional Matrix Factorization
(ConvMF). By concentrating on the long tail elements,
the CMF model achieves far superior performance over
competing models [40]. Further investigation into the
conditions under which the prediction may fail, as well
as the exploration of more complex informational or RS
scheme combinations, could be inspired by the use of social
trust data to improve the performance of a recommender
system (RS) based on collaborative filtering (CF) methods,
a similarity metric, and a link prediction method that
accounts for the asymmetric nature of social relationships
[41], using the collective wisdom of its users to infer its
member’s hidden tastes. Researchers are attempting to
address issues such data sparsity, scalability, synonymy,
privacy protection, etc. Metrics like as mean absolute error,
recall, accuracy, ROC sensitivity, etc. are used to assess
the efficacy of CF methods. By using social tags and
contextual information, giving weights to each node, and
defining enhanced thresholds for social trust, future CF
approaches should be able to withstand shilling assaults
and noise [42]. Trust-Sensitive Variable Decomposition,
a Matrix Factorization Model, It applies a weighted-
regularisation to further regularise the latent feature vectors
and solves the problems of data sparsity and cold start in
recommender systems by using rating and trust information
from several sources [43]. In order to forecast how users
would score an item, the ITRA model mines and uses
this latent data. To find other people who are trustworthy,
the TES algorithm is implemented, and their trust ratings
are then utilised to calculate trust similarity. Predictions

are made using the trust weighting method, which takes
into account the implied level of trust [44]. Users with
few social neighbours, near-cold-start users, pure-cold-start
users, and long-tail items all benefit from the InSRMF
model’s ability to capture both individual tastes and social
group characteristics at once. Additionally, the model’s use
of an ontological model of trust between users on a social
network and a T-index to measure a user’s trustworthiness
is particularly useful [45]. Using the cold-start item issue
and data-sparsity challenge in collaborative filtering, a
matrix factorization-based recommendation model that
considers item characteristics is developed: a FeatureMF.
With the development of AI methods, RS has progressed
and become more relevant, accurate, and robust. The model
diffuses item latent factors derived from global ratings with
latent factors for item features, named eTrust, formalises
trust into multiple types, and leverages type-based dyadic
and triadic correlations to predict trust relationships [46].
Despite the progress made in RS, software engineers
still face the challenge of determining which model to
focus their research efforts on. Bayesian optimization as
a solution to the hyper-parameter optimization problem,
exploration-exploitation balance of Bayesian optimization
[47], technique used in the implementation of model-
based collaborative filtering, impact of continuously
re-selecting hyperparameters on the prediction accuracy,
compare three approaches: a baseline approach (Fixed), an
existing state-of-the-art approach (New Data Only), and
their proposed approach (New Data New Params) [48].
Included in the criteria used to evaluate CF approaches
are mean absolute error, recall and precision, and ROC
sensitivity. Using overlapping community detection to
mine implicit information in the social network and
incorporating social influence into the model to increase
recommendation accuracy, the SIER technique integrates
both interactive information and social information into
personal latent components learning [49]. This highlights
the different taxonomies of RS and the importance of
a trustworthy recommendation model, RS has evolved
and become more relevant, accurate, and robust. Despite
the progress made in RS, software engineers still face
the challenge of determining which model to focus their
research efforts on. Recommendation systems makes use
of data mining techniques and prediction algorithm to
determine a user’s interests in information, items, and
other interest [50]. Many research has been focusing
on computer science, management, and medicine, and
was conducted using keywords such as “Recommender
systems, Recommendation systems, Movie Recommend,
Music Recommend, Personalized Recommend, and Hybrid
Recommend” [51], and by combining collaborative filtering
with social behavior of users. The approach employs a
computational model that makes predictions by calculating
the weighted sum of ratings from socially related and
similar-minded people. The growing amount of user
and item, data to improve the reliability and efficiency,
combination of product and user demographics data is
used to address data sparsity and provide recommendations
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for cold-start users and items [52]. A computational model
that predicts ratings based on the weighted sum of ratings
from socially related people and similar-minded people
from their rating patterns has been derived

Findings of Literature Review :
The cold-start problem in recommendation systems has
been widely studied, and there is a significant body of
research on the topic. However, there are still several
research gaps in this area that need to be addressed. Some
of the research gaps in the cold-start problem are:

Inadequate data: Recommendations that are not ideal
can result from the fact that there is often insufficient
data available to solve the cold-start issue. More efficient
ways of utilizing the little data available to provide precise
suggestions are required.

Personalization: Existing solutions to the cold-start
issue often include impersonal or generalised strategies.
There is a need for techniques that can tailor suggestions
to each individual’s tastes.

Integration with other data source: When data from
other sources is not included into the recommendation
system, the cold-start issue may become more severe.
Tools that can efficiently combine information from several
resources are needed to improve the quality of suggestions.

Scalability: Some methods for addressing the cold-
start problem may not be scalable to large datasets, and
this can limit their applicability in real-world applications.
There is a need for methods that can handle large-scale
datasets and make accurate recommendations in real-time.

Incorporating context: Many recommendation systems do
not consider the context in which recommendations are
made, and this can lead to sub-optimal recommendations.
There is a need for methods that can incorporate context
information to make more accurate recommendations.
These research gaps highlight the need for further research
to address the cold-start problem and make more accurate
recommendations in recommendation systems.

Purposed System and Research Methodology:
By combining the benefits of matrix factorization and
cosine similarity, the suggested solution for the cold-start
problem offers a hybrid recommendation method to
overcome the difficulties associated with this issue. The
stages of the proposed system are explained as below.

Matrix Factorization: Matrix factorization is used to
reduce the dimensionality of the user-item interaction
matrix to two. It is a common method used in
recommendation systems, and its goal is to discover
users’ hidden likes and dislikes as well as the goods’
hidden qualities by analysing their interactions with one
another. Two matrices are generated as outputs of the

factorization process; one represents the user’s latent
preferences, and the other represents the objects’ latent
attributes.

Cosine Similarity: With the matrices factored, the
cosine similarity may be used to determine how similar
a cold user is to other users. Cosine similarity, a vector
similarity metric, may be used to group people with
similar latent preferences together. When comparing two
consumers, the cosine similarity is calculated by dividing
the dot product of their latent preference vectors by the
product of their vector norms.

Hybrid Recommendation: The suggested approach
combines data from matrix factorization and cosine
similarity to provide advice for dealing with the cold-start
issue. Matrix factorization is used to get an estimate
of the cold user’s latent preferences, and then cosine
similarity is used to locate individuals with similar tastes.
The algorithm then integrates the findings from the two
methods to provide the cold user with tailored suggestions.
If a cold user’s latent preferences are calculated by matrix
factorization, the system may use those estimates to
discover related things; from there, it can leverage the
preferences of similar users, found via cosine similarity, to
generate suggestions.

Evidence Candidate Selection: The suggested method
additionally makes use of an evidence candidate selection
technique to choose the most differentiating elements for
each user, further enhancing the recommendations. The
goal is to find things that accurately reflect a user’s tastes
so that you can confidently promote them to others. To
produce ”recommendations for cold users,” the system
may use an item selection algorithm to determine which
products best match a user’s tastes. Several factors, such
item popularity, item variety, and item representativeness,
may be used to build the evidence candidate selection
technique.
To solve the cold-start issue in recommending, the
suggested approach combines matrix factorization and
cosine similarity as shown in figure 5 that the items matrix
consisting of the item’s behaviour data, on that item-item
collaborating filtering (similarity between two items using
cosine) has been performed which is then combined with
review matrix of the item by the user. Based upon the
users review for the items, whenever a new user enters the
system, the system finds the behaviour of the new user by
apply KNN approach. User conduct the study to assess the
efficiency of the evidence, candidate selection approach,
and the system’s performance has been compared to that
of competing recommendation systems using benchmark
datasets. It is a strategy for reducing a matrix’s dimensions
by breaking it up into smaller, simpler matrices while still
accurately capturing the organisation of the data. Matrix
factorization has been used to approximate the missing
values in the user-item interaction matrix, which is useful
in the context of recommender systems.
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Collaborative filtering provides a useful method for applying matrix factorization to the cold start issue by decomposing

the user-item interaction matrix into two lower-dimensional matrices that respectively reflect the latent properties of the

user and the item. Finally, we utilised these estimated characteristics to provide suggestions for new persons or things

based on their known properties, such as demographic information or item features. A big enough interaction matrix is

necessary for precise estimate of latent characteristics, although the method may be useful for discovering new consumers

and products. where the attributes of the new item are compared to the features of previously rated items in the system

and their cosine similarity is calculated. Recommendations for complementary products may be made using this similarity

metric.

Figure 5. Proposed Model

The matrix factorization and similarity metric which is used in this proposed system has been explained in the result
section of this paper.
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Result:
The complete proposed system is divided into six stages
which, (i) Dataset Collection, (ii) Data preprocessing and
Cleansing, (iii) Development of Proposed Recommendation
System, (iv) Use of Algorithms for model’s development,
(v) performance metrics used and (vi) final outcomes and
results.

I. Dataset Collection: The MovieLens dataset is widely
used since it comprises user reviews of movies from the
MovieLens website, a movie recommendation service. The
most popular variants of the dataset are the 100k, 1M,
and 10M versions. The data set utilised here is ml-latest-
small.zip, available for download at group-lens.org. There
are a total of 900,000 ratings and 3,600 tags given to a
total of 9,000 movies by 600 people. In the data-set folder,
you will find two.csv files; the former is titled ”movies,”
and the latter ”ratings.” This data analysis made use of the
fields’movie-id’, ’title,’ ’genre,’ ’user-id,’ and ’rating.

Figure 6. Dataset with Features

Descriptive statistics of the dataset:

Figure 7. Description of dataset

II. Data Pre-Processing and Data Cleansing: When
working with raw data, this is a crucial step. The column
”genres” in the MovieLens dataset has been mapped to
the column ”genre,” and the column ”genres” has been
removed.On these datasets, we applied the Surprise Library
to create the Surprise dataset.
Splitting of data: After data preprocessing, the surprise
dataset has been split into a trainset and a testset using
the train test split() module of Scikit Learn to train the
model and evaluate it.

Figure 8. Data cleansing

# Split into train and test set
trainset,testset =train test split(data,test size=0.2,random state=40)

III. Development of proposed Reccomendation System:
The algorithms employed for the development are as:

KNN (K-Nearest Neighbors): Technique used to create
similarity matrix that measures the similarity between
items, andd then use it to find K most similar items.
similarity between items using a distance metric such as
cosine similarity or Pearson correlation coefficient.

p(A, B) =
(
∑

(A − µA)) (
∑

(B − µB))

(
√

(
∑

(A − µA)2 ∗
√

(
∑

(A − µA)2)

Where,
A,B → variablebeingcorrelated.
µA, µB→ Respectivemeans.
p(A, B)→ PearsonCorrelation.

SVD (Singular Value Decompostion):

It is a well-known method in linear algebra for
exploring the connections between objects by decomposing
a matrix into the product of many smaller matrices.

M = U
∑

V t

Where,
M → original matrix to decompose.
U → is le f t singular matrix(columns are le f t singular
vectors)contains eigenvectors o f matrix MMt.
V → is right singular matrix(columns are right singular
vectors)contains eigenvectors o f matrix Mt M.

SVD++ (Singular Value Decomposition++):

Extends the popular collaborative filtering method SVD.
It considers both explicit (user ratings) and implicit (user-
interacted or bought things) feedback. This improves sug-
gestions, particularly when explicit input is scarce. SVD++
does this by adding user and item biases to matrix factor-
ization. Traditional SVD learns these characteristics with
user and item latent factors. SVD++ is a strong method
for constructing personalised recommender systems that can
accept explicit and implicit user input.

Rnm = µ + bn + bm + qT
m(Pn + |N(n)|−0.5

∑
p∈N(n)

Yp
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Where,
R → predicted rating o f user ′n′ onitem ′m′.
µ→ the overall meanrating in the entire dataset.
bn → the bias term f or user ′n′.
bm → the bias term f or user ′m′.
qm → the item f eature vector f or item ′m′.
pn → the user f eature vector f or user ′n′.
N(n)→ represents the set o f items rated by user ′n′.
|N(n)| → the number o f iems in N(n).
Yp → the implicit f eedback vector f or itme ′p′.

NMF (Non-negative Matrix Factorization):

It is a prominent recommender system approach. It
includes splitting a huge matrix of user-item interactions
into two smaller matrices, one representing people and the
other items. Multiplying these matrices yields a projected
rating for each user-item pair. NMF’s main benefit over
other methods is that it imposes non-negativity requirements
on the user and item matrices. This guarantees that the fore-
casts are always non-negative, which might be beneficial
in situations where negative evaluations don’t make sense,
such as product recommendations. This algorithm is very
similar to SVD. The prediction is set as:

rui = qT
i pu

where user and item factors are kept positive, if biased
version is available by setting the biased parameter to True.
In that scenario, the prediction is set as:

rui = µ + bu + bi + qt
iPu

IV. Use of Algorithms for model’s development:
The metrics used to measure the performance of the
system are as follows:

a. Root Mean Square Error (RMSE): It is a regularly used
statistic for assessing the accuracy of a recommendation
system. It calculates the discrepancy between expected and
actual user ratings or scores for a group of objects. The
square root of the average of the squared discrepancies
between the expected and actual ratings across all users
and objects in the dataset can be used to compute the
RMSE in the context of recommendation systems. It offers
a gauge of how effectively the recommendation engine can
correctly forecast user interest.

Root mean Square Error:√√ n∑
i=1

(Y−i − Yi)2

n

b. Mean Square Error (MSE): Recommendation

systems frequently employ this assessment metric to gauge
the accuracy of anticipated ratings. It is determined by
calculating the squared difference between the test set’s
expected and actual ratings, and averaging the values
across all user-item combinations. The MSE calculates
the average squared difference between a group of items’
actual and expected ratings when used in recommendation
systems. The performance of the recommendation system
improves with a decrease in MSE. It has been used to
compare various recommendation algorithms or to adjust
their parameters.

Mean Square Error:

1
n

n∑
i=1

(Y−i − Yi)2

c. Mean Absolute Error (MAE): When used with
recommendation systems, MAE calculates how much the
actual rating deviates from the anticipated rating on a scale
of 0 to 5 (or any other rating scale that is being utilised).
It is determined by averaging out the absolute differences
between all of the test set’s items’ expected and actual
ratings.

Mean Absolute Error:

1
n

n∑
i=1

|Y−i − Yi|

d. Fraction of Concordant Pairs (FCP): It is a standard
indicator for assessing how accurate recommendation
systems are. The frequency with which users score
suggested things higher than non-recommended items in
a recommendation system is measured by FCP. To put
it another way, FCP determines the percentage of times
the anticipated ranking of suggested products matches the
real ranking by comparing the predicted rankings to the
actual user rankings. In order to obtain a fuller view of the
system’s performance, FCP should be used in conjunction
with other metrics. FCP is only one of several measures
that may be used to evaluate recommendation systems.
FCP:

(Number o f Concordant pairs)
Number o f concordant pairs) + (Number o f discordant pairs)

where a concordant pair is a pair of items for which the
predicted ranking is the same as the actual ranking, and a
discordant pair is a pair of items for which the predicted
ranking is different from the actual ranking.

v. Final Outcome and Results: The performance of
the algorithms employed in this work is depicted in table
I. This section includes all results obtained from the
simulations on various performance metrics. Different
algorithm like KNN, SVD, SVD++ and NMF etc. were
applied in various scenerios and test the performance of
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each algorithm. The performance measures of the proposed
module are tabulated in figure [9], which is being shown,
the parameter value of k as set to 40.

Figure 9. Performance Table of 1M MovieLens dataset

The results obtained in this work are compared with
the existing results depicted in the research paper [53] with
the same dataset (1M dataset) are shown in Figure 9.

Figure 10. Comparative Performance

As seen in the Figure 9,10. it is evident that the purposed
model performs well on same 1M movie lens dataset with
RMSE, MAE, FCP and MSE, when User based = “False”
with pearson baseline similarity.

Conclusion and Discussion :

In order to address the problems with the cold-start
problem for users, the outcome of the suggested system
utilizing matrix factorization and cosine similarity has been

applied. The method is made to get over the drawbacks
of conventional recommendation systems, which find it
difficult to provide consumers with reliable recommen-
dations when there is minimal interaction data available.
The proposed system estimates a cold user’s preferences
with many objects by combining the advantages of matrix
factorization and cosine similarity, allowing it to provide
recommendations that are more suited to the user’s re-
quirements. This helps to prevent the widespread issue of
suggesting well-liked products to every user, which may
lead to a deficiency in customization. The study offered in
the proposed method also focuses on fixing the issue of
spars matrix or sparsity, by fusing cosine similarity with
matrix factorization technique. The research found that the
suggested technique has the ability to boost the performance
of recommendation systems even when dealing with limited
information. Parameter tweaking is being used to evaluate
the performance of memory-based CF and model-based
CF, and the findings demonstrated that the sparsity issue
in CF may be successfully tackled by combining cosine
similarity and matrix factorization. In future work, it can
be implemented with a large dataset and with algorithm
like LSTM etc.
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