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Abstract: This research presents an improved instance segmentation method using Mask Region-based Convolutional Neural
Network (Mask R-CNN) on nesting green sea turtles’ images. The goal is to achieve precise segmentation to produce a dataset
fit for future re-identification tasks. Using this method, we can skip the labour-intensive and tedious task of manual segmentation
by automatically extracting the carapace as the Region-of-Interest (RoI). The task is non-trivial as the image dataset contains
noise, blurry edges, and low contrast between the target object and background. These image defects are due to several factors,
including jittering footage due to camera motion, the nesting event occurring during a low-light environment, and the inherent
limitation of the Complementary Metal-Oxide-Semiconductor (CMOS) sensor used in the camera during our data collection. The
CMOS sensor produces a high level of noise, which can manifest as random variations in pixel brightness or colour, especially
in low-light conditions. These factors contribute to the degradation of image quality, causing difficulties when performing RoI
segmentation of the carapaces. To address these challenges, this research proposes including Contrast-Limited Adaptive Histogram
Equalization (CLAHE) as the data pre-processing step to train the model. CLAHE enhances contrast and increases differentiation
between the carapace structure and the background elements. Our research findings demonstrate the effectiveness of Mask R-CNN
when combined with CLAHE as the data pre-processing step. With CLAHE technique, there is an average increase of 1.55% in
Intersection over Union (IoU) value compared to using Mask R-CNN alone. The optimal configuration managed an IoU value of 93.35%.
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1. Introduction
Chelonia Mydas is one of the seven species of sea turtles

in the world. Despite being a commonly-sighted species
worldwide, the green sea turtles is classified as an endan-
gered animal, with its population declining tremendously
over the years [1]. As part of the conservation initiative,
researchers perform biometric re-identification to identify
an individual from a biometric sample of the carapace
scute pattern using learned image descriptors [2]. This
task is done practically using computer vision and deep
learning techniques with scute pattern imagery as input.
Nevertheless, obtaining an accurate classification requires
a ton of training data. During the training phase, the neural
network will learn all the features inside the image. As
a result, this can impact longer training time and require
expensive computing resources to train the model to differ-
entiate between the target object vs. the unnecessary image

background. Significantly, the model might be trained on
unneeded features affecting the classification prediction. It
has been proven that the locations or backgrounds during
training will impact the classification system because the
model cannot generalize well to new locations [3]. More-
over, manually cropping a target object is a cumbersome and
laborious task [4]. Therefore, there is a need to segment the
carapace, focusing on the scute pattern, to obtain an accurate
segmentation of the target object in an automated manner.

Different methods and approaches have been done to
leverage the performance of Mask R-CNN to tackle noisy
and low contrast images. For the first time, we proposed the
advantages of CLAHE as a data preprocessing technique to
nesting green sea turtles’ images. By using CLAHE, we
could improve the local contrast and enhance the visibility
of the subject against the background which is clinical to
produce better image segmentation.
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The dataset has a few inherent image challenges that
need to be solved to enhance Mask R-CNN’s performance
in predicting the turtle’s carapace segmentation. In this pa-
per, we evaluated Mask R-CNN performance using images
extracted from videos of sea turtles captured during the
nesting season. As we wish to reduce interferences with
the animals, we used a HIK Vision camera to capture
videos in low-light conditions, as shown in Figure 1. The
camera model is a closed-circuit television (CCTV) type
camera equipped with a CMOS sensor. CMOS is an image
sensor technology commonly used in consumer-level digital
cameras and other imaging devices. This sensor technology
exhibits higher levels of noise that can manifest as random
variations in pixel brightness or colour, especially in low-
light conditions [5]. Moreover, our dataset images also
contain a loose boundary between objects due to various
factors, including image noise, blurring, low image reso-
lution, and similar intensity values between the carapace
against the flipper of the turtle as shown in Figure 1.
These factors introduce uncertainty and ambiguity, leading
to challenges in image segmentation, object detection, and
boundary extraction tasks [6] [7].

This research proposed an instance segmentation method
of a sea turtle’s carapace in an automated manner using
a Mask R-CNN-based method. We implemented Contrast-
Limited Adaptive Histogram Equalization (CLAHE) [8]
method as the data pre-processing step. In many cases,
CLAHE improves local contrast while enhancing and pre-
serving details inside the image. Application examples
include CT scans [9], retinal fundus [10] and animals
[11]. In Section 3, We performed sensitivity analysis on
a few internal parameters of CLAHE to show their impacts
towards mask segmentation prediction by comparing the
segmented results against our manually annotated ground
truth.

Previous works have incorporated different image en-
hancement techniques for data preprocessing with Mask
R-CNN. Jiangping et al. [12] addressed the problem of
protein crystallization in macromolecular crystallography
and the challenges posed by image quality and classifi-
cation algorithms. In their work, CLAHE was used as a
data preprocessing step to enhance the visibility of protein
crystals in images. This inclusion improved the classifica-
tion accuracy of the Mask R-CNN model, resulting in a
42% improvement in mean average precision. However, the
network sometimes misidentifies non-crystal spots outside
the droplet as crystals, highlighting the need for enhance
segmentation accuracy. Naufal et al. [13] addressed the
problem of face mask detection under low-light conditions
during the Coronavirus disease (COVID-19) pandemic. The
low-light condition can make image detection more difficult
due to the presence of high-noise images, poor illumination,
and reflectance. To overcome this issue, the images need
to be processed using two different approaches, such as
CLAHE and Gamma Correction, before training the model
to provide visual quality by fine-tuning brightness and

Figure 1. Hik Vision Camera used in the data collection and noisy
turtle images captured

contrast levels. The methods improved the detection of
face masks under low-light conditions by 98.13% accuracy
using the Gamma correction method and 97.86% for the
CLAHE method. The proposed method shows better result
compared with the data trained using pre-trained models
such as MobileNetV2, VGG16, and VGG19. However, the
paper also suggests finding more alternative methods that
can improve performance and classification for low-light
images. Xu et al. [14] adopted CLAHE techniques for data
preprocessing as a preliminary step in preparing the input
data for their tuberculosis detection model. Given that chest
radiograph images often exhibit high noise levels and low
contrast, CLAHE was utilized to extract essential features
for training the model to detect tuberculosis lesions within
the images. Consequently, this method effectively enhanced
the contrast between pulmonary tuberculosis regions and
the background.

Unlike previous studies, we have developed an image
segmentation model using Mask R-CNN combined with the
CLAHE algorithm to segment biometric parts of wildlife
animals in extremely low-light conditions at night. Thus,
the CLAHE segmentation technique was utilized as a data
preprocessing step to overcome the problem of low contrast
in the images. This method improves the local contrast
visibility of fine features and enhances the overall image
clarity. This enhancement is crucial for achieving accurate
segmentation with Mask R-CNN, particularly under chal-
lenging lighting conditions.

2. Method
To train our dataset with Mask R-CNN, we collected the

dataset, annotated it, enhanced the images using CLAHE,
and evaluated the mask performance based on Intersection
over Union (IoU). This section provides a detailed discus-
sion of the methodology followed.

A. Data Acquisition
For this research, we collected video data at Talang

Besar Island, located in Sarawak, Malaysia. Each video
data is around 2 - 3 minutes in duration and contains video
footage of a slowly moving green sea turtles. The dataset
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was captured in a low-light environment with no artificial
light. The data acquisition was conducted during active
nesting periods, from around 10 p.m. until 4 a.m. The full
dataset contains a total of 34 individual videos of green
sea turtles captured using a downward-facing camera with
a resolution of 2560 x 1920 pixels.

B. Data Preparation
The videos were stabilized using Vidstab [15] to re-

duce blurriness, jittering, and noise. Frames were extracted
from each video and converted into JPEG image format.
Even after stabilization, some frames remained excessively
blurred and needed to be manually removed. LabelMe [16]
annotation tools are adopted to label the target objects with
the polygon shape to annotate the ground truth for dis-
tinguishing the carapace from the background. The region
of interest of the target object is labelled as a “carapace”
with its key points values which indicate the location of
the carapace shape in the image. The annotation data is
then exported into a JSON file and will be fed into training
along with the images. The data then was split into the
train, validation, and test subset that consist of 70, 30,
and 30 images, respectively. Figure 2 shows examples of
ground truth images with annotations. Rather than using
the full dataset, we decided to extract frames from 15
selected videos only. We decided against using the full
dataset because the ground truth annotation requires a lot
of effort and time. The extracted frames were then used for
training, validation, and testing. Table I shows the summary
of the data utilized for training, validation, and testing,
specifying the distribution across each set.

C. Data Preprocessing
CLAHE is a computer image processing technique used

to enhance the contrast and visibility of details in digital
images. Two hyperparameters of CLAHE, clip limit, and
grid size, need to be tuned to find the optimal contrast of
the image. The clip limit of a histogram is defined by the
following mathematical formula [17],

β =
M
N

(
1 +

α

100
(S max − 1)

)
(1)

where, the parameter M indicates the size of the region,
N represents the grayscale value (256), and α signifies a
clipping factor that determines the inclusion of a histogram,
ranging from 0 to 100.

The grid size divides the image into different local tiles
or regions for histogram equalization. Each tile undergoes
histogram equalization with a predefined clip limit, involv-
ing steps such as histogram computation, excess handling,
redistribution, and scaling using a cumulative distribution
function as described in [8]. Each tile is processed inde-
pendently to enhance the contrast of that specific region.
Additionally, the clip limit refers to the degree of contrast
enhancement applied to each local tile of the histogram
during the equalization process. It controls the maximum

number of allowable amplification factors for contrast in
the tiles.

We applied a clip limit value of 5 and various grid
sizes in our implementation. Utilizing different grid sizes
to experiment with different settings to determine optimal
setting when training with Mask R-CNN. Furthermore, we
also aim to monitor the impact on model performance
based on IoU scores and determine the most effective
CLAHE parameters to handle turtle images characterized
by intricate patterns or regions exhibiting varying contrast
levels. Based on our observation, a clip limit of 5 strikes a
good balance between contrast enhancement and preserving
the overall spatial data in the image. This setting allows for
a noticeable improvement in the visibility and detail of the
turtle while avoiding excessive distortion. For visual repre-
sentation, please refer to Figure 4, which illustrates the turtle
images before and after image enhancement techniques with
different grid sizes such as 8x8, 16x16, and 32x32. To
mitigate bias in this research, we ensured consistency in
our annotations across all models. Specifically, we applied
the same annotations as those conducted for the original
images. The workflow of our experiment is depicted in
Figure 3.

D. Mask-RCNN Architecure
The Mask R-CNN [19] is an extended version of Faster

R-CNN, which adds another branch for predicting and
segmenting masks in its architecture. The mask head layer
is an additional feature used to draw and predict the pixel-
wise segmentation mask of the turtle carapace from its
background. As illustrated in Figure 5, the first stage of
Mask R-CNN focuses on object detection and proposes
regions of interest. Next, the second stage refines these
regions by performing pixel-wise instance segmentation,
producing detailed segmentation masks for each detected
object in the image. This two-stage architecture allows
Mask R-CNN to achieve both precise object localization
and accurate pixel-wise segmentation.

The Mask R-CNN used in this research is adopted
from Matterport [20]. In this experiment, we tuned a few
hyperparameters to leverage the performance of Mask R-
CNN. Firstly, we set the value of the maximum ground
truth instance and maximum detection instances to 1. This
limits one ground truth instance during training and will
only detect one instance during inference. This setting
could be useful in our scenarios where there is only one
object of interest in each image and can reduce the model
training time. The confidence level threshold is set to 0.9 to
ensure high accuracy detection and minimize false positives,
ensuring that the model predicts only instances of the
carapace with very high confidence. Moreover, selecting
the backbone of Mask R-CNN between ResNet-101 and
ResNet50 is crucial because it will influence the trade-off
between training time and accuracy. Thus, while ResNet-
101 excels in detection and segmentation accuracy, it has a
slower training time due to its numerous layers [13]. Since
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TABLE I. Summary of data utilized in this research

Dataset Individual green sea turtles Video Total Annotation Video
Training 10 70

Validation 30
Test 5 30

Figure 2. Sample images from training, validation, and test datasets. Best viewed in color
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Figure 3. Our research workflow.

we have a small dataset, we employ data augmentation to
overcome the limitations posed by the small number of
labeled training samples, allowing the model to learn from a
more diverse set of examples. Additionally, transfer learning
is employed in this research using a pre-trained model
with COCO weights trained on 80 classes [21]. The use
of a pre-trained model provides advantages to our model,
reducing training time, as demonstrated in [4]. Lastly, we
also configure the training settings with a learning rate of
0.001, 50 epochs, 100 steps per epoch, and a weight decay
of 0.0001.

E. Evaluation Metric
To evaluate the performance of the carapace segmen-

tation, we use official COCO evaluation metrics [22] by
calculating the area of overlap between the predicted seg-
mentation and the ground truth. The calculation is as
follows,

IoU (maskt,masks) =
I (maskt,masks)
U (maskt,masks)

(2)

where I (maskt, masks) signifies the area where the
prediction of the carapace intersects with the binary mask
of the ground truth object. This value is then divided
by U (maskt, masks), representing the union area of the
carapace with the ground truth. The resulting IoU indicates
the percentage of overlap between the ground truth and the
network prediction of the Mask R-CNN.

In this experiment, we purposely used a different set
of videos for the training and validation set versus the test
set. Using this approach, the trained Mask R-CNN models
are validated using unseen samples. Each trained model
underwent testing with test images produced using the same
clip limit and grid size value as the training and validation
set. This approach ensured a fair assessment of the model’s
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Figure 4. Image of green sea turtles before and after image enhancement with clip limit 5.0 and various grid size.

Figure 5. Overview of Mask R-CNN Architecture with ResNet-101 adapted from [18].

performance, as they were tested against images produced
using parameters consistent with their training data.

3. Result and Discussion
This research used Mask R-CNN to detect turtles and

segment their carapaces for creating a dataset suitable for
turtle classification tasks. Consequently, we will evaluate
the model’s performance trained on four different datasets
using IoU to compare the mask predictions to the ground
truth. The test set comprises unseen data, which the network
has never encountered during training. It consists of unique
images of individual turtles recorded separately. We will
conduct tests using 30 turtle images to assess the accuracy
of turtle segmentation in various positions and conditions.
The test dataset comprises two types of images: one fea-

turing clear turtles with visible carapaces, and the other
presenting a significant challenge where heavy occlusion
by sand covers the top and sides of the carapace, distorting
its intrinsic shape. Figure 6 illustrates these distinct charac-
teristics of the turtle images used for testing.

A. Quantitative Evaluation of Mask R-CNN Trained with 4
different datasets
Table II presents the results of four different models

based on Mask IoU over 30 images. This metric is used to
match each predicted mask with the ground truth and assess
the quality of segmentation. A higher IoU indicates better
performance in detecting and capturing the entire area of
the carapace scute pattern.
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Figure 6. Sample of different characteristics of test images.

TABLE II. Quantitative Evaluation of Mask R-CNN Trained with Different Datasets

Model Trained on Number of Test Images Mask IoU(%)

A Original Dataset 30 91.80
B CLAHE 8x8 30 92.69
C CLAHE 16x16 30 93.10
D CLAHE 32x32 30 93.35

Based on the results presented in Table II, the overall
performance of Mask R-CNN with ResNet-101, trained
using preprocess dataset with CLAHE, regardless of the
grid size, demonstrates a positive impact on the Mask
IoU scores compared to the original dataset. Model A
achieves a commendable 91.80% IoU for segmentation,
while the best-performing model for predicting Mask IoU
scores is Model D, which achieves 93.35%. This indicates
an improvement of 1.55% in overall performance. Model A
may have struggled to predict the target object’s boundary
with the background because of the similar intensity of
contrast between them. It shows that the image enhancement
technique using CLAHE is capable of enhancing identifica-
tion and localization [23]. Moreover, the enhanced images
produced by CLAHE exhibit superior appearance in local
contrast, which enhances the feature details. This allows
the feature extractor to generate more detailed and accurate
feature extractions for neural networks to learn, as stated in
[24], and these features are lacking in the original dataset.
Based on the results obtained, we can see that the grid
size of 16x16 and 32x32 for CLAHE is more effective in
enhancing the model’s segmentation performance than 8x8
grid size. This is due to the higher grid size, which has
shown some improvement in distinguishing features from
noise effects and better object separation of carapace and the
background, resulting in more distinct masks for individual
objects, making the model easier to segment.

B. Qualitative Evaluation of Mask R-CNN trained with 4
different datasets
Table III shows qualitative examples of turtle carapace

predictions made based on 4 models on different turtle
images of different IDs. It is noted that the images of the
turtles are taken from different videos, individuals, sizes of
the carapace, and various positions in the frame. Based on
the table, the green mask represents the ground truth of the
carapace, while the orange mask represents the predicted
pixel segmentation that overlaps with the ground truth. As
shown in image ID Test 24, 17, and 30 below, we can
observe that the green mask or ground truth can be identified
more in the original dataset, indicating less overlapping of
prediction, such as in image ID Test 24, compared to the
dataset trained with CLAHE. Higher Mask IoU values will
provide better segmentation quality. Therefore, all models
demonstrate high segmentation Mask IoU scores, with the
lowest prediction achieved by Model A at 0.89 for image ID
Test 24, and the highest prediction achieved by Model D for
image ID Test 30, with a score of 0.96, indicating significant
overlap with the ground truth. Based on the obtained
results, we can conclude that a higher-quality image of the
target object, in terms of clear edges, pixel intensity, and
boundaries, can provide more valuable information for mask
segmentation head to accurately predict the carapace.
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TABLE III. Visualization of image prediction on 4 models. Best viewed in color.

Image ID Test 24 Test 17 Test 30

GT

Model A
IoU 0.89 0.92 0.95

Model B
IoU 0.93 0.93 0.95

Model C
IoU 0.92 0.95 0.96

Model D
IoU 0.94 0.94 0.97

https:// journal.uob.edu.bh/

https://journal.uob.edu.bh/


Int. J. Com. Dig. Sys. 16, No.1, 201-211 (Jul-24)) 209

Figure 7. Prediction on failure cases. Best viewed in color.

C. Discussion on Failure Cases
Despite the high segmentation results achieved by the

models, they encountered difficulties in specific image sce-
narios, as observed in Image ID Test 19, depicted in Figure
7. In this scenario, all models mistakenly predict the sand as
part of the carapace. There are several reasons why a Mask
R-CNN model may make false detection during predictions.
Mask R-CNN relies on objects’ visual appearance and
context for making predictions. If the background contains
elements or textures that closely resemble the target ob-
ject, our model may erroneously detect and segment those
background elements as part of the target object, which can
result in false positive detection [25]. Another contributing
factor could be the limitations of the training data used with
these types of images [26]. The quality and diversity of the
training dataset can significantly impact the model’s ability
to distinguish objects from the background. Therefore, we
can conclude that if the training dataset lacks examples of
objects in specific poses or under varying conditions, the
model may encounter challenges in effectively segmenting
objects.

4. Conclusion
In conclusion, employing CLAHE to enhance the con-

trast of green sea turtle images shows some improvement in
terms of mask IoU, with an increase of 1.55% compared to
using Mask R-CNN alone. This indicates that CLAHE can
tackle the problems of noisy images, blurring, low image
resolution, and similar intensity values between adjacent re-
gions. Experimenting with different grid sizes has impacted
the performance of Mask R-CNN in segmenting the target
object. A higher grid size of 32x32 shows that the model can
perform better with a 93.5% Mask IoU. However, all Mask
R-CNN models trained with CLAHE datasets can surpass
the original dataset. Although the models show excellent
segmentation with higher mask IoU, we also identified some

prediction errors, and the segmentation of all models does
not adequately cover the edges of the carapace. The future
work of this research involves enhancing the smoothness
of the segmentation area and reducing false detection in
challenging images. This can be achieved by employing
image enhancement methods such as the Laplacian filter,
to detect the edges of the green sea turtle’s carapace and
enhance the visibility of features along the edges.
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