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Abstract: The agricultural sector plays a pivotal role in ensuring global food security, particularly in light of significant population
growth. The demand for food is increasing substantially, while crop production may not sufficiently meet these rising needs. Water
scarcity is one of the main problems that poses a significant challenge to the agriculture sector, exacerbated by inefficiencies in traditional
irrigation methods. Addressing this issue requires accurate prediction of the precise water requirements of plants. In this paper, we
introduce various machine learning and deep learning models designed to assess the water needs of greenhouse plants using daily changes
in air environment and soil data. Results indicate that the Multi-Layer Perceptron (MLP) model consistently outperformed other models,
demonstrating stability and efficacy across various data optimization phases. Additionally, Machine Learning (ML) and Long-Short Term
Memory (LSTM) models displayed commendable performance in different data optimization scenarios. Robustness is used as a critical
factor by analyzing the parameter sensitivity of each model. This analysis aids in comprehending the model’s robustness before any
model deployment. The results reveal the superior robustness of ML models compared to Deep Learning (DL) models. This robustness
stems from the limited number of parameters utilized in ML models, enhancing their reliability in comparison to the proposed DL models.

Keywords: Precision irrigation, Water amount prediction, Data-based optimization, Hyper-parameters tuning, DL time series,
Sensitivity analysis

1. INTRODUCTION
The global population reached 8 billion people in

November 2022 and is expected to reach 9 billion by 2050
[1]. This has led to challenges, especially those related to
food supply and freshwater resources, as water has be-
come a critical resource that requires precise management,
specifically in agriculture [2]. According to a report by
the Food and Agriculture Organization (FAO) over the
past century, global water use has increased at a rate that
is more than twice as fast as population growth. In arid
areas, population growth and economic development are
putting unprecedented pressure on renewable but limited
water supplies. Two-thirds of the world’s population may
be living in ” stressful” circumstances by 2025, with 1.8
billion people predicted to reside in areas with ”absolute”
water shortage (Defined as less than 500m3 of water per
person annually) and between 500 and 1000m3 of water
per person annually [3].

The agricultural sector significantly contributes to water
scarcity. According to an FAO report, 70% of the available
freshwater resources are used for agriculture, and 60% of
this water is wasted due to inefficient irrigation techniques

[4]. These issues call for an innovative solution to ratio-
nalise water resource usage.

Numerous solutions have been developed to manage the
amount of irrigation water used. Some utilise the evapo-
transpiration value as the primary indicator of plant water
needs, while others define a soil moisture threshold value
that determines when to initiate or stop irrigation based on
the measured soil moisture in the field. Recent solutions
have incorporated AI techniques. However, there is a lack of
comprehensive global monitoring of environmental changes
affecting plant growth.

Many proposed solutions used the evapotranspiration
[5], [6], [7] value as information that describes the plant
water needs. Evapotranspiration (ET) is water lost to the
atmosphere by two processes-evaporation and transpiration.
Evaporation is the loss from open bodies of water, such as
lakes and reservoirs, wetlands, bare soil, and snow cover;
transpiration is the loss from living plant surfaces[8]. The
ET-based solutions use different empirical models to obtain
the ET value and various parameters such as rainfall, wind
speed, solar radiation, and other weather and air parameters
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[9]. The main drawback of these models is that they need
exact weather data to give an accurate ET value, which can
be difficult to obtain [10], [11].

Other researches have focused on defining a threshold
that controls the irrigation [12], [13], [14], which is usually
the soil moisture value, where if the current soil moisture
value reaches the predefined threshold level, the water pump
starts to irrigate the plants. Otherwise, the water pump is off.
The choice of soil moisture thresholds can be a challenging
point because if the threshold is set too high, the result will
be over-irrigation, while setting it too low, will result in
under-irrigation and thus production losses [15].

In recent works, researchers have focused on using
artificial intelligence (AI) and taking advantage of its ability
to solve complex problems in order to predict the exact
water amount needed [16], [17], [18], [19].

Although these works may be promising solutions for
use as smart irrigation solutions. However, predicting the
water amount using the main parameters that affect the
plants’ irrigation process will be a more meaningful, prac-
tical, and forward solution instead of using soil moisture or
ET values.

This work aims to propose different ML/DL models
that can predict the exact daily water amount the plant
needs. The contributions of this paper are presented in the
following points:

• Predicting the daily irrigation water amount directly
(rather than other relevant values) using various plant
environmental conditions during plant evolution (var-
ied from air parameters to soil parameters).

• Studying the impact of data optimization on ML/DL
models performance.

• Sensitivity analysis of the proposed models to study
their efficiency and robustness.

2. Materials andMethods
The main goal of this work is to predict the daily

irrigation water amount that can be affected by plant en-
vironmental factors using a given model M.

Fig 1 represents the global architecture of the proposed
system, which composed mainly of two stages:

• Training stage: This stage is applied offline, where
we train our model after applying the required data
preprocessing and data preparation processes. The
data used in this stage are historical data representing
a successful experiment of growing a plant with a
good irrigation amount decision.

• Prediction stage: Once the prediction model is ready,
we can use it in the real-time situation from the daily
data values captured at the current time to apply the

Figure 1. Proposed system process

right decision. After a definite time, the current data
will be added to the historical data to retrain the
model to improve its performance by augmenting the
data.

.

A. Data Description
To predict the amount of irrigation water, it is essential

to collect information about the plant environment because
it is considered the main factor affecting the irrigation
process. For this purpose, we used the Autonomous Green-
house Competition (AGC) datasets –The first edition– [20].
The AGC is a competition set up in the Netherlands between
six teams (5 teams and the experts team) for managing
cucumber plant evolution inside the greenhouse (GH). Each
team has its own GH with various sensors. Their job is to
design and develop machine learning (ML)/deep learning
(DL) models that make accurate decisions regarding the
plants ’ growing conditions (Irrigation/ ventilation/ heating/
CO2 dosage ... etc.).

The AGC has five dataset collections (teams). Each
collection (Team) contains six datasets describing the team’s
plant evolution environment inside the greenhouse:

• Crop Management

• Greenhouse Climate

http:// journals.uob.edu.bh

2

http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. , No. (Mon-20..)) 191

• VIP

• Irrigation

• Production

• Resources Calculation

Because the irrigation process can be affected by dif-
ferent plant air environmental changes and soil data [21],
we selected the GH Climate and Irrigation datasets of the
winning team as the necessary data needed to predict the
irrigation water amount.

Table I describes the used data parameters. The GH
Climate dataset contains 33133 rows distributed throughout
115 days of growth, where each row corresponds to data
recorded for 5 minutes. The irrigation dataset has 115
rows, each row i corresponds to the irrigation information
recorded on the day i. The ”drain” parameter was used in the
AGC competition to determine the net water usage, which is
not the case in this situation. For this, we chose to disregard
it.

B. Data preprocessing
1) Data cleaning

Data cleaning is a technique used to improve the data
quality by detecting and removing errors, and inconsistent
and false data [22].

• Missing values: Table II shows the number of miss-
ing values of the ”GH Climate” and ”Irrigation”
datasets parameters respectively. For the ”GH Cli-
mate” dataset, we found out that there are 142 missing
values for each column –parameter– of a total of
331334 values, which is less than 01% of the total
data. For the ”Irrigation” dataset, only the water
parameter that contains a single value was missed on
day 64, which represents 0.87% of the total values
(115 rows).
Because both datasets contain less than 01% missing
values of the total data, we ignored these values when
we reconstructed the data.

• Handle outliers: An outlier is a data point signif-
icantly different from the remaining data [23], it’s
existence in the data may affect the model’s perfor-
mance. For that detecting and handling the outliers
is a mandatory step to do. To detect the outliers, we
have used the z-score technique.
Table III shows the number of rows containing
outliers accompanying their percentage of the total
data. Because the detected outliers carry real data
(Not missing values or out of range), the techniques
of modifying the outliers may affect the results of
our models. So, we decided to study the impact of
deleting the outliers on the model’s performance by
analysing the results with the original data and with-
out the existence of outliers. Thus, we have chosen

the outliers detected when Threshold = 3 because it
contains only 14% of total data (Too small 03% when
threshold =4 / Too many when threshold=2).

2) Data reconstruction
Because of the difference in the time intervals between

the parameters of the two used datasets, we have recon-
structed the used datasets by combining them into a new
dataset that contains a unified time interval (Daily interval)
by:

• Calculating the daily working time (in minutes) of
the ”AssimLight” parameter.

• Calculating the daily average of the remaining param-
eters.

The reason for calculating the daily working time of the
”AssimLight” is because this parameter is categorical in the
original dataset (GH Climate dataset), which means that the
value of this parameter has only two values: 0%(OFF) or
100%(ON).

Algorithm 1 describe the process of data reconstruction
that we have used, The new dataset Ndata is the form of a
matrix of n columns and m lines, where n corresponds to the
number of the parameters used, and m corresponds to the
number of samples used which are the growing days. Also,
when we make the sum of values, we ignore the missing
values that occurred in the original data.

N.B: the value ”288” mentioned in the algorithm rep-
resents the number of rows that form a complete day of
data.

3) Data Normalization
• Data scaling: Due to the various type of features used

with the different ranges (%, °C, [1-10] for PH,...etc.),
data scaling is a crucial step before training the
models in order to prevent any model’s under-perform
caused by the difference in the data ranges. Thus, we
have used the MinMax Scaler with a feature range of
[0-1] to scale our data.

X′i =
Xi − min(Xi)

max(Xi) − min(Xi)
(1)

Where X′i corresponds to the scaled value, min(Xi)
and max(Xi) are the minimum and maximum values
of the parameter i.

• Stationary data: Stationarity means that a stochastic
feature does not change even if time changes [24].
Many statistical tests can be used to detect the data
stationarity status. One of the most used tests is The
augmented Dickey-Fuller (ADF) test. The ADF is
the extended version of the simple Dickey-Fuller test,
which suppose at first that the data is not stationary
(null hypothesis), and then the ADF calculates the p-
value. If this value is less than the significant level
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TABLE I. Selected Datasets Parameters Description

Dataset Feature Description Unit
Tair GH air temperature °C
RHair GH relative air humidity %
AssimLight Artificial light used inside the GH %
CO2air CO2 concentration in the GH air ppm
HumDef Humidity deficit inside the GH g/m2

Ventwind Ventilation wind %

PipeLow Temperature of the rail pipe heating
on the floor °C

GH Climate

PipeGrow Temperature of the pipe heating
on the crop height °C

pH Drain Daily average of drain water PH [-]
EC Drain Daily average of drain water EC dS/m
drain Daily drain water l/m2Irrigation

water Daily irrigation water amount l/m2

TABLE II. Missing values for each parameter

Dataset Feature Nb. Missing Values
Tair 142

RHair 143
AssimLight 142

CO2air 142
HumDef 142
Ventwind 142

AssimLight 142
PipeLow 142

GH Climate

PipeGrow 142
water 1

EC Drain 0Irrigation
pH Drain 0

TABLE III. Detected Outliers using z-score test

Threshold NB. rows Percentage
02 37 33%
03 16 14%
04 03 03%
05 01 0.87%

(usually 0.5), the ADF reject the null hypothesis and
accepts the alternative. The alternative supposes that
the time series data is stationary [25]. After passing
the ADF test to all the parameters, we find out that:
◦ ”water”, ”Pipe Grow Temp”, ”Daily Pipe

Low”, ”Ventilation wind”, ”GH Temp” and
”Assim Light” are stationary data.

◦ The remaining parameters are non-stationary
data.

The excising of non-stationarity parameters means
that these parameters are related to the time factor.
This may invoke a problem with the models’ per-
formance. To avoid any possible problem, we need
to change this data into stationary data and observe
its impact on the models’ behaviour. ”Differencing

Algorithm 1 Data reconstruction

Require: GH Climate
Require: Irrigation

Remove unwanted parameters
GH Climate← GH Climate − {”time index”}
Irrigation← Irrigation − {”drain”}
Ndata← {∅}
for k = 1; i ≤ N do

for i = 0; i ≤ 114 do
sum← 0
for j = 1; j ≤ 288 do

current ← GH Climate[K][i ∗ 288 + j]
if (k is ”AssimLight” and current=100) then

sum← sum + 5
end if
if (k is not ”AssimLight”) then

sum← sum + current
end if

end for
if (k is ”AssimLight) then

Ndata[k][i]← sum
else

avg← sum
288

Ndata[k][i]← avg
end if

end for
Ndata[k][i]← avg

end for
return (Ndata)

data” is a common method that changes the non-
stationary data into stationary using the following
equation:

X′i = Xi − Xi−1 (2)

Where: Xi: Non-stationary data at time i, Xi−1: Non-
stationary data at time i − 1, and X′i : Stationary data
at time i. Differencing the data can help stabilize
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the mean of a time series by removing changes in
the level of a time series. Therefore eliminating (or
reducing) trend and seasonality [26].

C. Data preparation
This section describes the different methods used for

splitting the data into inputs and outputs.

1) Simple data preparation
Because the used ML models and MLP model cannot

deal with the data as a sequence, we dealt with this data
as a discrete problem, meaning that to predict the daily
irrigation at day i we gave the model the inputs, which are
the environmental change of the plant at the day i with the
day index as information that describe the current position
of the sequence.

Algorithm 2 describes the process of the simple data
preparation.

Algorithm 2 Simple Data Preparation

Require: data
Require: day index

Y ← data[”water”] ▷ Output
X ← data − {data[”water”]} ▷ All columns except water
column (output)
return (X,Y)

2) Time series data preparation
Since the used data includes timestamps, and given the

utilization of certain time series Deep Learning DL models
in this study, we have introduced a second approach for
data preparation for the time series models. This method
involves employing the window slide concept to segment
the data.

Algorithm 3 outlines the data preparation process utiliz-
ing the window size parameter. In this context, the output
(water amount) on the day i is not only dependent on the
inputs (plant’s environment parameters) of the day (i), but
also on the inputs ranging from i − windowsize to the day
i.

D. Proposed models
In this work, we proposed different models to predict the

irrigation water amount that varying from the ML models
to the DL models ending with the advanced time series
Models:

• Ada Boost regressor (ABR)

• Extra Tree regressor (ETR)

• Gradient Boost regressor (GBR)

• Multi-layer perceptron (MLP)

• Recurrent Neural Network (RNN)

• Long Short Term Memory (LSTM)

Algorithm 3 Window Sliding Data Preparation

Require: data
Require: window size

Y ← data[”water”]
Z ← data − {data[”water”]}
X ← {∅}
for i = 1to len(data) − window size do

T ← {∅}
for j = i; j ≤ i + window size do

T ← T
⋃
{Z[i]}

end for
X ← X

⋃
{T }

end for
return (X,Y)

TABLE IV. ML hyper-parameters’ configuration ranges

Model Parameter Interval
ABR
GBR
ETR

n estimator [1-100]

E. Evaluation metrics
In this work, we used two metrics to evaluate the

performance of the proposed models:

Mean Absolute Error (MAE) =
∑n

i=1 |Yi − Y ′i |
n

(3)

Root Mean S quared Error (RMS E) =

√∑n
i=1 (Yi − Y ′i )2

n
(4)

Where Yi corresponds to water amount needs for plant at
the day i, and Y ′i represents the predicted output (water
amount).

F. Hyper-parameter Tuning
In this section, we will try to identify the hyper-

parameters sets for each model that gives the best re-
sults. We compared these results using MAE (The hyper-
parameter that gives the minimum MAE will be selected).

1) Grid-Search CV
Table IV represents the configuration of the hyper-

parameter tuning and the range of possible values of the
proposed ML models using the Grid-Search CV method.

2) Bayesian Optimization
Because the used DL models contain many hyper-

parameters that need to tune to obtain the best results,
we chose to use the Bayesian optimization to find the
best hyper-parameters configuration that achieves the best
results.
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Figure 2. Obtained results without data optimization

Table V represents the configuration for the DL models
using the Bayesian optimization.

3. Results
A. Models’ performance results

This section presents the obtained results during dif-
ferent Data optimization phases to evaluate the proposed
models’ performance. Firstly, we have analyzed the results
before applying any data optimization. Then, we have
studied the impact of detecting the outliers on the models’
behavior and results. Also, because the used data is time-
stamped where the irrigation process is applied during all of
the growing days and each water quantity could affect , we
have studied the impact of stationary/non-stationary data on
the proposed models (especially RNN and LSTM). Lastly,
both of these optimization techniques have been applied
simultaneously to analyze their impact on the models’
performance when used together.

1) Obtained result without any data optimization
Fig 2 shows the obtained results of MAE and RMSE

of the different used models without any data optimization
where we can see that the MLP and LSTM models gave
the lowest MAE and RMSE values (0.038 and 0.047
respectively for MAE and 0.048 and 0.058 respectively for
RMSE).

On the other hand, the RNN model gave the highest
MAE and RMSE scores compared to the other models.
Also, the RMS E −MAE value (the gap between MAE and
RMSE) is the highest, which means that: there is a possible
massive error that may occur in this model.

2) Comparison of results after removing outliers
Because outliers are one of the main factors that may

affect the performance of the models, especially the DL
models [27], we decided to study the impact of outliers on
the models performance.

Fig 3 shows the obtained results of the ML/DL models
after removing the outliers, and Fig 4 shows the difference
between these results with the initial results.

Figure 3. Obtained results after removing outliers.

(a) Comparison of MAE values

(b) Comparison of RMSE values

Figure 4. Comparison of results before and after removing the
outliers

Removing the outliers made the ML models record
the worst scores and even worst than the initial results,
especially the ABR and ETR models. On the other hand, the
DL models gave better results compared to the ML models.
Although the LSTM was the best model that gave the lowest
MAE and RMSE values among all the models, this did not
make any improvement compared to the initial results. For
the RNN, we got a decent MAE value. However, the RMSE
value was too big (Huge gap between MAE and RMSE),
which can be explained by a possible overfitting problem
that happened to the RNN model caused by the lack of data
by removing the outliers (Data lost).

3) Comparison of results after differencing data –
stationary data–
Figures 5 and 6 show the results obtained after differ-

encing the data.
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TABLE V. DL hyper-parameters’ configuration ranges

Layer Parameter Range
Nb Layers [1-10]

Nb Neurons [1-500]Fully Connected
Dropout [0.1-0.8]

Nb Layers [1-10]
Nb Neurons [1-500]

Dropout [0.1-0.8]RNN/LSTM
Sequence length/

Window size [2-10]

Optimization function [
adam, rmsprop, sgd,

adadelta, adagard, adamax,
nadam

]

Batch size [1-100]
Epochs [1-500]General

Layers’ Activation function [
relu, tanh, sigmoid,

softmax, softplus, elu,
selu

]

Figure 5. Obtained results after differencing data

These results show a significant improvement concern-
ing all the ML models, especially the ETR method, which
gave the lowest results among all the models (0.03 for MAE
and 0.03 for RMSE). For the DL model, the RNN model
was the only model that took the benefit of differencing the
data where it recorded very low MAE and RMSE values
compared to the initial results.

4) Comparison of results after applying all Data-based
optimization
Figures 7 and 8 show the results after applying all

Data-based optimization. The results show that applying
both optimization methods did not help at all to improve
the model’s results. Instead, it gave a much worse score
compared to the initial results.

N.B: The Differencing method changes the data values,
which could affect the possible outliers. For that, we applied
the z-test initially before removing the data.

(a) Comparison of MAE values

(b) Comparison of RMSE values

Figure 6. Comparison of results before and after differencing the
data

B. Comparison of models’ robustness
Searching for the model that gives the minimum error

possible is not enough to deploy any model. Evaluating the
model’s robustness is a crucial step as well. The models’
robustness refers to the ability of a given model to maintain
its performance in different conditions [28]. Sensitivity
analysis can be used to rank the influence of different hyper-
parameters on the model’s performance [29], which can
help identify the model’s robustness by analyzing the distri-
bution of the results during the hyper-parameters tuning. Fig
9 and Table VI represent the result of sensitivity analysis
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Figure 7. Obtained results after removing outliers + differncing data.

(a) Comparison of MAE values

(b) Comparison of RMSE values

Figure 8. Comparison of results before and after applying all the
optimization

of the obtained results of the different hyper-parameters
configurations where we have analyzed the distribution of
the results to follow every model performance during the
different configurations which may help to get an idea about
their robustness.

For the ML models, we see that both the ABR and ETR
models gave the lowest standard deviation values (Around
0.001), which means that the obtained results of these two
models during the different hyperparameters configuration
are always close to the mean. This can be explained by
the fact that these models have only one parameter that
has been tuned, so the deviation of the results will not
going to be very wide around the mean. On the other
side, the GBR model was the most ML mode sensitive to
hyperparameters changes with a notable extensive standard

Figure 9. MAE and RMSE results distributions during the hyper-
parameters tuning.

deviation (Around 0.01) compared to ABR and ETR. For
the DL models, the interval of the obtained results has
notably expanded compared to the ML models where the
MLP and RNN gave an MAE and RMSE close to 0.8 in
some hyperparameters configurations while the minimum
values obtained are too small in some cases where the
MLP we got MAE=0.038 which is the best result obtained
among all the models, thus has made the standard deviation
for these models too huge compared to the ML models,
that means the results are skewed to either to the left
(Close to the zero) or to the right (Close the max) because
the mean > median in all the DL models that means
that these results have a left-skewed where most of the
results distributed in the left of the median. This massive
difference between the ML and DL models in terms of
results distribution can be explained by the fact that we
have used a variety of hyperparameters that had changed
a lot compared to only one parameter for the ML models,
but since almost all results located near to the best results
(Close to zero) that may ensure that even these DL models
can be robust.
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TABLE VI. Statistical analysis of the results of the proposed models

Model Metric Min Max Mean Std Median
MAE 0.056 0.062 0.058 0.001 0.05ABR RMSE 0.069 0.077 0.072 0.001 0.072
MAE 0.058 0.081 0.07 0.001 0.07ETR RMSE 0.075 0.102 0.086 0.002 0.086
MAE 0.054 0.086 0.073 0.01 0.076GBR RMSE 0.066 0.105 0.09 0.013 0.094
MAE 0.038 0.72 0.127 0.131 0.07MLP RMSE 0.048 0.722 0.14 0.128 0.084
MAE 0.064 0.064 0.21 0.127 0.148RNN RMSE 0.079 0.717 0.255 0.123 0.2
MAE 0.047 0.593 0.117 0.102 0.076LSTM RMSE 0.058 0.597 0.13 0.099 0.088

4. Discussion
In general, The MLP was the best model, which gave

the best results during all the data optimization phases since
the MLP was the model that gave the lowest MAE (0.038
when the no data-based optimization was applied) value
with a small error variation magnitude (Small RMS E−MAE
value).

The LSTM model also recorded stable results during
almost all optimization processes (differencing data) with a
low MAE (generally 0.05) and a small RMSE-MAE value.

The ML models also gave decent scores with a not too
big RMSE-MAE value except the GBR model, which was a
little bit worse than the other ML models, where this model
recorded the highest MAE and RMSE scores.

On the other hand, the RNN model gave the highest
MAE and RMSE scores. Although the RNN model recorded
the highest error score among the models, its results aren’t
too poor because even if the RNN gave the worst MAE
value (0.08 l/m3), it still could be considered as a small
error margin in the irrigation water amount.

The impact of data-based optimization methods changes
from one model to another. Concerning the task of removing
the outliers, almost all the models recorded unacceptable
reactions to this optimization. This reaction can be attributed
to the substantial loss of data, which had previously aided
these models in achieving better generalization. Regarding
the impact on stationary data, both the ML and RNN
models exhibited positive responses to this optimization,
yielding noticeably improved results compared to the initial
outcomes.

The robustness analysis is a crucial step before de-
ploying any model in real-world situations. The sensitivity
analysis of the proposed models shows that the ML models
could be more robust than the DL models. However, the
possibility of in-time re-training the DL models based on
the feedback could be a high advantage that could cover
their weakness in terms of robustness.
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5. Conclusion
This paper presented various ML/DL models aimed

at addressing the issue of water wastage in greenhouse
(GH) environments by accurately predicting the daily water
amount requirements of plants. The models considered a
different set of input parameters, encompassing both air
plant environment factors (such as air temperature, humid-
ity, heating temperature) and underground parameters (PH
and EC). Results indicate that the Multi-Layer Perceptron
(MLP) model outperformed other models, demonstrating
superior accuracy with consistent stability throughout all
optimization phases.

Concerning robustness, sensitivity analysis revealed the
greater robustness of ML models compared to DL models,
attributed to the limited number of hyperparameters em-
ployed in ML models (typically one parameter). Among
DL models, the analysis indicated that the Long-Short Term
Memory (LSTM) model exhibited potential robustness,
as evidenced by a lower results distribution compared to
Recurrent Neural Network (RNN) and MLP models.

However, it is essential to note that losing an exten-
sive amount of data during the data reconstruction phase,
particularly from the ”GH climate” dataset parameters,
may compromise the models’ performance. These omitted
data could potentially contain crucial information about the
dynamic status of the plants throughout the day.

As a future research, a novel technique may be proposed
to extract daily fundamental features regarding the plant
environment condition, going beyond daily averages. The
aim of this approach is to capture essential information
directly related to the irrigation process, enhancing the
models’ overall performance.
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