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Abstract 

Cardiovascular disease is one of the main reasons for demise of people in the world today, whether it is a developed country 

or a developing country. It is not only affecting the people living in the urban but it has also affected the people of rural areas. 

If we know it at the primary stage, then its side effects can be avoided by reducing the chances of heart disease. So, correct 

prediction of heart disease is an imperative task to assist doctors and medical experts to take decision and make effective 

treatment policy to save the lives of people. In this paper, we use and combine multiple classification method of data mining 

and machine learning to perk up the precision of classifier. We intend an iterative ensemble approach to integrate various 

low-performance classifiers to form a strong classifier with high precision. We took dataset from IEEE data port for its 

implementation which contains around 1190 instances with 11 features of heart disease. We examine on the basis of initial 

symptoms whether the patient has heart disease or not. We explore the application of classification and ensemble machine 

learning techniques to augment healthcare decision-making for heart disease. By bridging the gap between data-driven 

insights and clinical decision-making, these techniques pave the way for a more proactive and patient-centric approach to 

cardiovascular health management. 

Keywords: Healthcare, Heart Disease, Decision Making, Data Mining, Machine Learning, Ensemble Classifier 

1. Introduction 

Heart disease remains one of the leading causes of mortality globally, posing significant challenges to healthcare systems and 

clinicians. With the ever-growing volume of patient data and the complexity of heart disease diagnosis and treatment, there is 

a pressing need for advanced computational methods to aid in decision making. Machine learning (ML) techniques have 

emerged as powerful tools capable of extracting valuable insights from large datasets, thus revolutionizing healthcare 

decision making. 

 

Heart disease is one of the foremost reasons of death as non-communicable diseases in the humankind today. According to 

the WHO, about 17.9 million people died of heart disease in 2019, which accounts for a possible 32% of all deaths 

worldwide. It is anticipated that 24% of the casualty owed to un-communicable ailment in India are due to heart disease. 

Cardiovascular disease prediction is a significant confront in the field of medical science and healthcare decision making. 

Machine learning is one such medium that can effectively facilitate in healthcare forecasting and decision making from the 

huge amount of data formed by the health sector [9]. Data mining or machine learning is unearthing method to analyze and 

encapsulate large data from a mixed approach to discover important decision [21-26]. Data mining provides wide range of 

disciplines including computational theory, pattern recognition, artificial neural network, genetic algorithms, statistics, data 

analytics and probabilistic modelling [10][27-33]. 
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Heart disease continues to be a significant global health challenge, demanding innovative solutions to improve diagnostic 

accuracy and treatment outcomes. In this paper, we present a novel approach to enhance healthcare decision making for heart 

disease by leveraging four distinct classification algorithms: decision trees, k-nearest neighbors, logistic regression, and 

random forests. Additionally, we propose an iterative ensemble technique designed to boost precision and reliability in risk 

prediction and diagnosis. 

 

The prevalence of heart disease underscores the urgency for more effective diagnostic tools and treatment strategies. Despite 

advances in medical technology, accurately assessing individual risk factors and determining optimal interventions remain 

complex tasks. Machine learning algorithms offer a promising avenue for extracting actionable insights from diverse patient 

datasets, potentially revolutionizing clinical decision making in cardiovascular healthcare. Our research focuses on harnessing 

the strengths of four classification algorithms: decision trees, k-nearest neighbors (KNN), logistic regression, and random 

forests. Decision trees provide intuitive interpretability, allowing clinicians to understand the underlying decision-making 

process. K-nearest neighbors excel in identifying patterns within data and are particularly useful for clustering similar cases. 

Logistic regression offers a straightforward probabilistic framework for binary classification tasks. Random forests, as an 

ensemble of decision trees, combine the predictive power of multiple models to improve accuracy and robustness. 

 

In addition to these individual classifiers, we introduce a novel iterative ensemble approach tailored specifically for heart  

disease diagnosis. This iterative ensemble method iteratively combines predictions from multiple base classifiers, iteratively 

refining the ensemble to optimize precision while maintaining high recall. By dynamically adjusting the contribution of each 

classifier based on its performance, our approach adapts to the complexity and variability of heart disease data, enhancing 

diagnostic accuracy and clinical utility.Throughout this paper, we detail the implementation of each classification algorithm 

and describe our iterative ensemble approach in depth. We present experimental results demonstrating the efficacy of our 

method compared to traditional standalone classifiers and existing ensemble techniques. Moreover, we discuss the practical 

implications of our approach for real-world healthcare decision making, emphasizing its potential to improve patient 

outcomes and reduce healthcare costs. 

 

In conclusion, our research represents a significant advancement in leveraging machine learning for heart disease 

management. By integrating multiple classification algorithms and introducing an innovative iterative ensemble technique, 

we offer a comprehensive framework for enhancing diagnostic precision and clinical decision making in cardiovascular 

healthcare. Our findings pave the way for future research and implementation of data-driven approaches to mitigate the 

burden of heart disease on individuals and healthcare systems worldwide. 

 

1.1 Data Mining and Machine Learning in Healthcare Decision Making  

 
     Data mining (DM) and machine learning (ML) both are very useful technique in healthcare and medical field. These 

techniques are very helpful in accurate prediction and quick diagnosis of diseases [34-38]. These are very useful to predict 

and analyze the particular health condition of patient and guide them to medical professional and decision maker to take 

effective decision regarding particular medical condition of patient and their illness [39-41]. Hence, these techniques save a 

lot of time of doctors and medical experts and can be helpful in correct treatment by working out individual imprecision. [11]. 

 

 
Figure 1. Machine Learning Process 

1.2 Ensemble Learning in Decision Forecasting 
 

Ensemble learning is machine learning technique which combines multiple models into single predictive model. Ensemble 

learning utilizes the advantages of multiple base models usually called weak learners to compensate each models weakness. 
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The main principle behind ensemble learning is to group weak learners together to form on strong learner that achieves better 

performance than any individual weak learner [8]. This approach permits the better predictive ability as contrast to single 

model.   

 
 

Figure 2. Ensemble Learning 

 

Eventually, Ensemble methods are meta-algorithms that combine multiple ML technique into one predictive model to 

increase the performance of model. The advance ensemble learning method possibly will use bagging to diminish change, 

boosting to predisposition and stacking approach for improve prediction. We can categorize ensemble learning models into 

two category based on the choice of weak learners. Homogeneous ensemble model utilize single base learning and 

heterogeneous ensemble model use different base learning algorithms [10].  

2. Problem Definition and Motivation 

There is an invaluable endowment of healthy life, but in today's busy life, we are all affected by it. There are many such 

diseases but among them heart disease and diabetes are mainly found in today’s people. These diseases are not only affecting 

the people living in the urban but they have also affected the people of rural areas. In such a situation, we need a kind of 

health system which can reduce the risks of heart disease by making accurate and correct predictions. Thus, accurate 

prediction of heart disease is an imperative task to assist doctors and medical experts to take effective decision and make 

valuable treatment policy to save the lives of people. 

3. Related Work  

H.S. Niranjana Murthy et al. [1] explore and employ different data mining approaches along with machine learning 

technique on diabetes and analyze the performance of ML technique. The study concern with SVM model for diabetes 

prediction and identification. Satish Ranbhise et al. [2] introduce a wireless based health monitoring system using data 

mining and IoT that can monitor the health status of patient and predict the heart disease based on symptoms. Basma Saleh et 

al. [3] worked on cardiovascular disease and predict the heart disease using data extraction algorithms and data mining to 

identify the main risk factor involves in heart disease. They explore the integration of different data extraction algorithms 

through data framework to predict heart disease. H Benjamin Fredrick David et al. [4] present the comparative analysis on 

ensemble learning algorithms that explores the future of medications and state of patient and identifying the crucial risk 

involve in heart disease.  

Ahmad Mousa Altamimi et al. [5] worked on children diabetic dataset and predict the diabetic condition in children using 

different data mining algorithms to analyze the performance and make early prediction on children diabetic condition. Sinkon 

Nayak et al. [6] emphasis on the heart disease diagnosis at premature phase and used data mining classification  and  frequent 

item mining approach to filter the attribute and determine the heart disease at primitive stage. Anjan Nikhil Repaka et al. [7] 

carries out heart disease forecasting by using naïve bayesian and complex encryption system to find the risk factor involve in 

heart disease and designs a smart heart disease prediction based on mobile health technology. Rahma Atallah et al. [8] use 

ensemble technique to mingle several machine learning methods on the way to envisage the heart disease. They determine the 

majority voting accomplished by ensemble method and predict the probable heart disease in peoples.      
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This review explores the application of classification and ensemble machine learning techniques in improving healthcare 

decision making for heart disease. By leveraging these techniques, clinicians can enhance risk prediction, diagnosis, 

prognosis, and treatment planning, ultimately leading to better patient outcomes. 

4. Proposed Approach  

In proposed approach, manifold classifiers are promoted to increase the precision of classifier. We intend an iterative 

ensemble approach to integrate various low-performance classifiers to form a strong classifier with high precision. The main 

insight of this proposal is to situate classifier weights and prepare a test of the data at every iteration that produce correct 

prediction from heterogeneous interpretation. Any ML approach are often used as a base classifier as elongated because it 

accepts the instruction set weights. The proposed approach is anticipated to meet the subsequent conditions: 

i. The classifier training should be carried out interactively with different weighted learning examples. 

ii. At every iteration, the classifier attempts to render the finest for those examples at the same time as minimizing 

getting to know errors. 

4.1 Working Steps 

i. Primarily, a training separation is selected randomly. 

ii. Iteratively train the proposed ML model through deciding on training set mainly pedestal on the accurate predictions 

of final training. 

iii. Give higher significance to missorted instances in order to the ones instances are much more probable to be 

categorized in a next recurrence. 

iv. Based at the accuracy of the classifier, additionally allot weights to the classifier trained on each iteration. The 

higher classifier receives greater weight. 

v. We replicate the same process until the whole training data is matched with no miscalculation otherwise until the 

maximum number of evaluators individual is achieved. 

vi. Toward rank, you ‘vote’ for each of the learning algorithms that you create. 

 

  

 

 

 

 

 

 

 

 
 
 
 

Figure 3. Proposed Iterative Approach 
 

Algorithm of proposed approach is shown below: 

 

Input 

 

Dataset D = { (x1, y1), (x2, y2)…., (xM, yM) }; 

L = {Decision Tree (DT), Random Forest (RF),      Logistic Regression (LR), KNN} 

T = 4      (#Number of learning round) 
 

Algorithm 

 

Step 1: Initialize the weight distribution 

             𝐷1 =
1

𝑀
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Step 2: for t= 1, 2..….T 

 Train a base learner ht from D using Dt 

                   Ht = L (D, Dt) 

  Calculate Error which is nothing, but the summation of all the sample weights of misclassified data points. 

et = ∑ Dt

M

i=1
(i)[ht(xi) ≠ 𝑦𝑖)] 

 Determine the weight of ht 

𝛼𝑡 =
1

2
ln

1 − 𝑒𝑡

𝑒𝑡

 

 Calculate normalization factor that enables Dt+1 to be a distribution 

𝑍𝑡 = ∑ 𝐷𝑡(𝑖) × {
𝑒−𝛼𝑡     𝑖𝑓 ℎ𝑡(𝑥𝑖) =  𝑦𝑖

𝑒𝛼𝑡       𝑖𝑓 ℎ𝑡(𝑥𝑖)  ≠  𝑦𝑖

𝑚

𝑖=1
 

 Update the distribution 

𝐷𝑡+1(𝑖) =
𝐷𝑡(𝑖)

𝑍𝑡

× {
𝑒−𝛼𝑡     𝑖𝑓 ℎ𝑡(𝑥𝑖) =  𝑦𝑖

𝑒𝛼𝑡       𝑖𝑓 ℎ𝑡(𝑥𝑖)  ≠  𝑦𝑖

 

Step 3: End 

 

Output 

𝐻(𝑥) = 𝑠𝑖𝑔𝑛 ∑ 𝛼𝑡

𝑇

𝑡=1
ℎ𝑡(𝑥) 

 

Proposed method transforms “weak” individual models in a “strong” ensemble of models. 

 

5. Methodology  

The main intention of this research work is to successfully predict probable heart disease problems from medical dataset. 

A model is established using a prediction technique to access the heart disease facility by certain characteristics. Ensemble 

learning is used to construct class prediction based on selected features in this work to combine multiple classification 

approach to perk up the precision of classifier. In this research work, dataset is obtained from IEEE data port which contains 

around 1190 instances with 11 features of heart disease. We implemented proposed approach in Python with various libraries 

like pandas, numpy, matplotlib, seaborn, scikit-learn etc. The work execution is represented within following flow diagram 

[fig. 4].  

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure 4. Flow Diagram of Execution 
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5.1 Data Set 

In this research work, dataset is obtained from IEEE data port which contains around 1190 instances with 11 features of heart 

disease patient and their health condition. The dataset are combined with five popular heart disease dataset resembling 

Cleveland, Hungarian, Switzerland, Long Beach VA and Statlog dataset which makes it prevalent and comprehensive heart 

disease dataset.  The attribute include in dataset are age, sex, chest_pain_type, resting_blood_pressure, serum_cholesterol, 

fasting_blood_sugar, resting_electrocardiogram_results, max_heart_rate achieved, exercise_induced_angina, oldpeak_ST,the 

slope_of_the_peak_exercise_ST_segment etc. 

5.2 Data Preprocessing 

In this process we have to check that dataset which have any missing or null value are available or not. This is a significant 

step when building a machine learning model. After the preprocessing of dataset no null value found. 

5.3 Data Wrangling 

Data wrangling is a process which provides the facility to restructure, clean, enrich, discover, publish and validate the 

available raw data into a more standard format. It is also known as data munging. We perform data wrangling in python with 

different libraries numpy, pandas, matplotlib, plotly etc.    

5.4 Exploratory Data Analysis 

We carry out exploratory data analysis toward obtain vital information about the data. To understand the data examine and 

relationship between different variables, we ensure that there is any strong relationship among two variables or not, after that 

we can consider one of them. After examine the dataset we find that there is no predicament of multi-alignment. 

5.5 Modelling 

A model represents what has been learned by a machine learning algorithm. In our experiment, we employ Decision Tree, K-

nearest neighbor, Logistic Regression, Random Forest and proposed new approach. We considered and put into subsequent 

features of dataset:  

Sex 1 = male, 0= female; Chest Pain Type -- Value 1: typical angina, -- Value 2: atypical angina,-- Value 3: non-anginal 

pain,-- Value 4: asymptomatic; Fasting Blood sugar (fasting blood sugar > 120 mg/dl) (1 = true; 0 = false); Resting 

electrocardiogram results -- Value 0: normal, -- Value 1: having ST-T wave abnormality (T wave inversions and/or ST 

elevation or depression of > 0.05 mV) -- Value 2: showing probable or definite left ventricular hypertrophy by Estes' criteria; 

Exercise induced angina; 1 = yes, 0 = no; the slope of the peak exercise ST segment -- Value 1: upsloping, -- Value 2: flat, -- 

Value 3: downsloping and class 1 = heart disease, 0 = Normal. 

The method was trained to recognize the target class from heart disease features and evaluate the performance metrics of 

model as accuracy, precision, recall, f1-score, support, macro and weighted average. The performance metrics used for the 

research work is described as:  

Accuracy: In this, we predict how many times the classifier is correct in total and determined as: 

edictionsTotal

edictionsCorrectofNumber
Accuracy

Pr_

Pr___


 

Accuracy can be computed as TP, TN, FP and FN [13] 

FNTNFPTP

TPTN
Accuracy






 
Where, 

TP: These are the cases in which we predicted yes who have the heart disease 
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TN: In this we predicted whether not, and they do not have this disease. 

FP: In this we predicted yes, but they do not actually have the heart disease. 

FN: We predicted that they did not, but they actually have the disease. 

 

Precision: In this, we predict yes and check how many times is it correct. 

TPFP

TP
ecision


Pr  

Recall: It is defined out of the total number of positive classes that our model predicted correctly. The recall should be as high 

as possible. 

TPFN

TP
call


Re  

F1 Score: In this, recall and precision average weighted are calculated as:  

 
Macro-average: It is analyzed for each performance and calculates separately. 

Weighted-Average: This is the weighted average and estimated as F1 score as follows: 

weighted average (F1 Score) = 
N

NF
n

i ii 


1  

Where,  

Fi = F1 Score for ith class,  

Ni = calculation of instances in ith class,  

N = entire calculation of occurrences and n is calculation of classes in dataset. 

6. Experimental Evaluation  

Here we evaluate the performance of manifold machine learning models based on the chosen input dataset. The method of 

evaluation mainly focuses on the accuracy of the model during predicting the final results. To employing ML and the 

proposed approach, we must sure that data is suited as follows: 

1. First perform cleaning on data,  

2. Converting null values in integer value by 0,  

3. Replace entity data by unknown, 

4. Substitute 0 and unknown, 

5. Perform encoding on data, 

6. Leave unrelated feature, 

7. Perform normalization on data, 

8. Split data into training and validation datasets, 

9. The training data contain 80% and validation contains remaining 20% of data. 

 

Analyses of machine learning method are performed by Python tool with various libraries numpy, pandas, scikit-learn, 

seaborn, matplotlib, plotly etc. and explored categorical variable.    

6.1 Result Analysis  

We can examine the existing approach and obtained result of the proposed approach on the basis of its correctness. The 

performance of current approach and proposed can be tested through its accuracy, precision, recall, f1-score and support. The 

results are shown as follows [5]: 
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Figure 5. Accuracy of Approaches 

 

The performance of all classifier is graphically represented by ROC (Receiver Operating Characteristics) curve in figure 6. 

An ROC curve is a graphical illustration that indicates the presentation of a classification model on every categorization 

thresholds. These curve plots on the basis of two parameters one is TP rate and other is FP rate [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  ROC curve of proposed and other approaches 

 

The comparison of accuracy of existing approach and proposed approach is graphically represented in figure [5]. It clearly 

shows that the obtained accuracy after performing the experiment using machine learning tool python on heart disease. 

Proposed approach obtained highest 84.23% accuracy as compared to other approaches like random forest get 82.60%, 

logistic regression get 82.06%, K-nearest neighbor get 80.97%  and decision tree get 72.28% of accuracy. 

Thus, the end result shows that proposed approach will capable to assist and forecast the possibility involved in heart 

disease and effectively take decision to prevent from heart disease. After the experiment we found that 55.3% have heart 

disease and 44.7% does not have heart disease. 

 

6.2 Discussion: 

 

The results demonstrate the efficacy of the proposed iterative ensemble approach, which outperformed individual 

classifiers and traditional ensemble techniques in terms of predictive accuracy. Several key points emerge from these 

findings: 

 

 Precision of Predictive Models: The superior performance of the proposed approach highlights the importance of 

leveraging ensemble techniques to enhance the precision of heart disease prediction. By iteratively refining the ensemble 

based on the performance of individual classifiers, our approach achieves higher accuracy levels compared to standalone 

models. 

 Clinical Utility: The high accuracy of predictive models is of paramount importance in clinical decision making. 

Healthcare professionals can use these models to identify individuals at high risk of heart disease and intervene early 

with preventive measures or targeted treatments. The ability to accurately predict heart disease can lead to improved 

patient outcomes and reduced healthcare costs. 
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 Comparative Analysis: The comparative analysis provides valuable insights into the strengths and weaknesses of 

different classification approaches. While random forest, logistic regression, and k-nearest neighbor methods 

demonstrate respectable accuracy, the proposed iterative ensemble approach surpasses them all. Understanding the 

relative performance of these methods can guide researchers and clinicians in selecting appropriate algorithms for heart 

disease prediction tasks. 

 Dataset Distribution: The distribution of individuals diagnosed with heart disease versus those without heart disease 

highlights the prevalence of the condition within the dataset. This distribution reflects the real-world scenario where 

heart disease remains a significant public health concern. Predictive models trained on such datasets need to accurately 

capture the complexities of heart disease risk factors and manifestations to yield clinically relevant predictions. 

 Future Directions: Future research endeavors may focus on further optimizing predictive models, exploring alternative 

ensemble techniques, and incorporating additional data sources to improve accuracy and generalizability. Moreover, 

efforts to validate predictive models on diverse patient populations and evaluate their impact on clinical outcomes are 

essential for real-world deployment. 

 

In conclusion, the results and discussion underscore the potential of machine learning approaches to enhance heart disease 

prediction and support clinical decision making. By leveraging advanced computational techniques and robust datasets, we 

can improve our ability to identify individuals at risk of heart disease and implement targeted interventions to reduce 

morbidity and mortality associated with this prevalent condition. 

7. Conclusion  

In the presented paper, we have attempted to correctly assess the future health challenges taking into relation the severity 

of heart disease. For which we have attempted to combine multiple data mining and machine learning methods to create a 

more correct and accurate predictive model, so that the probability of heart disease can be forecast correctly. The proposed 

approach uses ensemble learning technique that combines multiple machine learning classifiers to produce a strong classifier 

with high accuracy. The foremost proposal of this approach is to put the classifier weights and trained the sample data on 

every iteration thereby the accurate prediction can be achieved. After evaluating the accuracy with different present 

approaches, we can say that the precision of proposed approach is improved than others, which can be useful in prediction 

and diagnosis of heart disease. In summary, the utilization of classification and ensemble machine learning techniques 

represents a promising avenue for enhancing healthcare decision-making in the realm of heart disease. Through the 

comprehensive analysis of diverse datasets and the deployment of advanced algorithms, our research has demonstrated the 

potential of these methods to improve diagnostic accuracy and prognostic prediction. It can be further helpful for clinicians 

and medical experts to take decision and make effective treatment policy to save the lives of people. 
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