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Abstract: Data file compression has been used for a long time to reduce data file sizes, due to restriction in memory capacity and 

slow network communication speeds. Compression is also applied to images and became a necessity with the introduction of the 

world wide web since images are used extensively in web sites. A Bitmap is a standard for image storing introduced by Microsoft for 

its Windows operating system. Bitmaps are very popular today, but they use a lot of memory space, giving the need for compressing 

them. Various techniques are used for bitmap (BMP) image compression. Several are lossless, that is the quality of the image is not 

modified, and others are lossy, in which a part of the image is lost. Examples of lossless techniques include GIF and PNG, while JPG 

is an example of a lossy technique. JPG is composed of Discrete Cosine Transform (DCT), Quantization, Huffman coding and Run-

length encoding (RLE). Quadtrees are also used for lossless or lossy image compression. In this work, we propose an algorithm 

based on DCT/Quantization and Quadtrees to be used in sequence together for lossy image compression. Our proposed method will 

be compared with other techniques, namely JPEG and Quadtree with different parameters. In the results, our proposed algorithm 

performed well compared to other quadtree methods. 

 

Keywords: Bitmap, DCT algorithm, Image Compression, JPEG, Quadtree, Quantization 

 

1. INTRODUCTION 

Computer images are an essential part of computer 

daily usage, especially for end consumers. They are 

identified with different color models such as RGB, 

CMY, YCbCr. RGB means that every pixel has 3 

different colors, one for Red, one for Green, and one for 

Blue. CMY means that the image is composed of the 

colors cyan, magenta and yellow. YCbCr represents the 

image in terms of luma or brightness Y (which gives the 

grey image alone), Cb (blue-difference chroma B-Y), and 

Cr (red-difference chroma R-Y). The difference between 

RGB and YCbCr is that RGB represents colors as 

combinations of red, green and blue. On the other hand, 

YCbCr represents colors as combinations of a brightness 

and two chroma parts. [1] 

There are several formats to save a picture in the 

computer such as Raw format as taken from digital 

cameras or scanners, and Bitmap (BMP) format that 

introduced by Microsoft for its Windows operating 

system in the 1980s. These formats usually consume a lot 

of memory to save an image, typically 3 bytes per pixel 

for BMP with 24 color bits, namely 8 bits (256 different 

values) per color: R (red), G (green), and B (blue). [2] 

Data file compression was introduced in the 1970s to 

reduce file size files for storage purposes. Among the 

different techniques used, Huffman coding was one of 

them, followed by LZW algorithm which was widely used 

for most general-purpose compression systems. [3] 
With the widespread of World Wide Web in the early 

nineties, and with the initial slow network speeds, there 
was a need to reduce the size of an image so that it will be 
downloaded on a client’s computer in reasonable time. [4] 
Several image compression techniques were introduced to 
solve these. They were categorized in 2 categories: 
lossless and lossy. [5] The lossless methods compress the 
image without losing any part of it, making it easy to 
decompress and retrieve all the bits. Examples of lossless 
image compression formats include Graphics Interchange 
Format (GIF) in 1987, and Portable Network Graphics 
(PNG) in 1997. The lossy methods compress the image 
while losing a part of it, making it impossible to retrieve 
the original image bits. Using lossy methods can be 
noticeable in the deterioration of the image’s quality, but 
sometimes it is not noticeable by a human’s eye. The most 
important type of lossy image compression format is Joint 
Photographic Experts Group (JPEG) in 1992. The JPEG 
format gives an excellent compression while maintaining 
a good quality. JPEG uses a lossy form of compression 
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based on the discrete cosine transform (DCT), 
quantization, run-length encoding, and then Huffman 
coding. Another way is reducing the image resolution in 
any format (for example downsizing a 256x256 pixels 
BMP to 64x64) which also results in image size reduction, 
but with a big loss of quality. [6] [7] 

A quadtree is a type of tree data structure in which 
each internal node has exactly 4 sub-nodes. It is used to 
store information for a two dimensional space. [8] 
Quadtrees were also used for image compression in both 
lossless and lossy algorithms, in which an image keeps 
being divided into 4 equal regions until each region values 
reach a certain threshold. [9] 

In this paper, we present an improvement to the 
original quadtree image compression by combining it with 
part of the process done in JPEG compression. The 
quadtree is created after performing the DCT and 
Quantization of the original image, with the latter two 
being part of JPEG compression. Computer experiments 
for different standard images are conducted to evaluate 
the performance of the proposed algorithms. The 
simulation results will also be compared to other methods 
mostly using Quadtrees to show the effectiveness of the 
proposed system, especially when compared with the 
usual quadtree implementations. 

The rest of this paper is organized as follows. In 

Section II, we briefly survey the relevant literature review. 

Section III presents mathematical preliminaries. Section  

IV describes the proposed DCT and Quantization with the 

Quadtree algorithm. In section V, the performance of the 

proposed scheme is analyzed and compared to other 

methods. Finally, we conclude the  paper in Section VI 

with a perspective of the obtained results. 

 

2. RELATED WORK 

In the past years, several image compression 

approaches have been proposed in both lossless and lossy 

ways. Furthermore, several work covered using 

Quadtrees for compression of data and images.  A few of 

the relevant recent work done is listed next. 

Authors in [10] suggested a new hybrid image 

compression technique. Three transform-based 

techniques discrete Fourier transform (DFT), discrete 

wavelet transform (DWT), and discrete cosine transform 

(DCT) have been combined for image compression to 

combine the good characteristics of these methods. To 

test the level of compression, quantitative measures were 

used to test the compression level and the effectiveness of 

the suggested system. 

In [11], the JPEG algorithm was improved by storing 

the location of end-of-block codes for empty blocks in a 

separate buffer and compressing the buffer with a lossless 

method (Huffman or arithmetic coding), used for all the 

image data. This way, with the same Peak Signal to Noise 

Ratio value, a higher compression ratio than the 

conventional JPEG encoder resulted. The improvement 

amount varied between images.  

A work in [12] suggested a way to improve PEG 

compression algorithm for color image. It tried to 

improve compressed image quality by modifying 

luminance quantization table in frequency domain. The 

quantization table is modified in a way to only keep the 

lowest frequency DCT coefficients with significant 

amplitude values. The proposed method was verified with 

simulation results.  

Another work in [13] also suggested adding a pre-

processing steps that could be generalized to be 

implemented before any lossy technique and was 

performed on various images that varied in types, 

dimension, and bit-depth. JPEG was one of the used 

techniques along the proposed pre-processing steps. The 

results showed the advantage of combining pre-

processing with JPEG in terms of enhanced peak signal-

to-noise ratio (PSNR) and better compression ratio.  

JPEG2000 was released in 2000 as an improvement 

over JPEG original algorithm. In [14], a comparison was 

made between the two. The main difference is that 

JPEG2000 used discrete wavelet transform (DWT) 

instead of discrete cosine transform (DCT). It also used 

Embedded Block Coding with Optimal Truncation 

(EBCOT) instead of Huffman coding. The results showed 

that JPEG had a slight quality edge at low compression 

ratios (below 20:1), while JPEG2000 was the better at 

medium and high compression ratios. 

In [15], a new compression concept based on 

convolutional neural networks (CNN) was suggested. To 

get high-quality image compression at low bit rates, two 

CNNs are combined into the compression algorithm.  The 

two CNN cooperate and are trained using a unique 

optimization procedure. Results from the testing gave 

enhanced performance and quicker processing. 

A work done in [16] proposed a method for lossy 

image compression based convolutional neural networks 

that is claimed better than JPEG. Three techniques were 

shown: hidden-state priming, spatially adaptive bit rates, 

and perceptually-weighted training loss. Combining these 

three techniques improved over standard image codecs 

such as JPEG.  

The authors in [17] tried to improve the performance 

of JPEG2000 by combining it with features of the 

original JPEG method. They proposed a compression 

method in which both DWT and DCT were used to 

2



 

 

 Int. J. Com. Dig. Sys. #, No.#, ..-.. (Mon-20..)                        3 

 

 
http://journals.uob.edu.bh 

 

improve the compression ratio. Then removed the 

EBCOT used in JPEG2000 that as it has high 

computational complexity and replaced it with the 

simpler Huffman coding. This saved time and 

computations in addition to a better compression. 

The study done by the authors in [18] proposed hybrid 

model the using canonical Huffman coding (CHC) with 

discrete wavelet transform (DWT) and principal 

component analysis (PCA) for image compression. When 

compared to the existing approaches, the reconstructed 

images gave a better peak signal-to-noise ratio which 

reflects to a better image quality. It also gave lower bit 

rates which means a better compression factor. 

The work done in [19] proposed a fast lossless Image 

Compression RVL-based system for real time 

compression to give high ratio. Each pixel in the picture 

uses a number of bits, called bit depth. The system was 

able to get a large compression ratio within a very strict 

time constraint since the system has to work in real time. 

A work done in [20] suggested an improved lossless 

image compression algorithm. It combined linear 

prediction, integer wavelet transform (IWT) with output 

coefficients processing and Huffman coding. Due to the 

big correlation between the adjacent pixels of the source 

image, there is a large compression space. The suggested 

two-dimensional linear prediction model reduced the 

redundancy between the pixels, so that the error values 

are concentrated near zero and the data complexity is 

reduced. The overall system gave a higher compression 

rate with acceptable speed, mostly due to a reduced 

predicted image entropy. 

In [21] and [22], a new image compression technique 

is proposed using quadtree decomposition with variable 

block size for coding images. Inactive blocks are coded 

by the block average value, while active blocks are coded 

by using a set of parameters according to a pattern inside 

the block. The goal is to achieve high compression ratios 

and preserve image quality. 

Another method [23] used fuzzy sets based on type-2 

fuzzy logic for the quantization control used in discrete 

cosine transform (DCT). An image coding system was 

also provided with the fuzzy optimization algorithm, in 

which the fuzzy rules of the gain factor used in image 

compression were built. 

Fuzzy logic was also used with Huffman coding in 

[24] Coding is based on Huffman code with fuzzy logic-

based weighting functions for the frequency of the 

existing symbols in data to generate efficient compression 

code. Fuzzy logic is then coded to provide data security 

under symmetric key encryption and decryption.  

3. MATHEMATICAL PRELIMINARIES 

In this section, we describe how JPEG image 
compression works in details. Also we explain what is a 
quadtree and how it is used for image compression in both 
lossless and lossy ways. For the purpose of reducing 
complexities, we will assume working with grey images, 
thus having equal components for RGB images, or just the 
Lumen part of YCbCr images. 

A. JPEG Image Compression 

JPEG image compression works by The JPEG format 
gives an excellent compression while maintaining a good 
quality. JPEG uses a lossy form of compression based on 
the discrete cosine transform (DCT), quantization, run-
length encoding (RLE), and then Huffman coding. [6] 

1) Discrete Cosine Transform (DCT) 

DCT shows a sequence of data points as a sum of 

cosine functions oscillating at different frequencies. It is a 

method to convert a signal into elementary frequency 

components. To apply DCT, the image is divided first into 

8×8 blocks. For each block, DCT is applied after 

modifying the each color range to be        [-128, 127] 

instead of [0, 255] by subtracting 128 from each element. 

DCT for each cell (i, j) uses the following simplified 

equation for the standard 8x8 blocks that JPEG uses: [7] 

𝐷(𝑖, 𝑗) =
1

4
𝐶(𝑖)𝐶(𝑗) ∑ ∑ 𝑝(𝑥, 𝑦) cos

(2𝑥 + 1)𝑖𝜋

16
cos

(2𝑦 + 1)𝑗𝜋

16

7

𝑦=0

7

𝑥=0

 

1       

Where p(x, y) is the original pixel element (x, y) in 

matrix p, and C(x) is 1/√2 if x=0, and 1 otherwise. 

From the above equation, we get a matrix form T 

which is easier for calculation. So that the DCT of 8x8 

block is calculated by:  

D = TMT’   2 
where T is the DCT matrix, T’ is the transpose of T, 

and M is the modified image block to the color range [-

128,127]. 

T has the equation: 

𝑇𝑖, 𝑗 =
1

√8
 𝑖𝑓 𝑖 = 0,

1

2
cos

(2𝑗+1)𝑖𝜋

16
 𝑖𝑓 𝑖 > 0   3 

 

2) Quantization 

After DCT, quantization is applied to compress the 

8x8 DCT block D calculated in equation 2. Every 

element in D is divided by a corresponding element in 

quantization matrix Q. There are different levels of 

compression of Q. The most used one, which is the best 

in terms of preserving image quality and high level of 

compression is Q50. The resulting matrix C has the 

following equation: 

Ci,j = round(Di,j / Qi,j)  4 

In C, it is noticed that many cells on right and lower parts 

consist of zeros, which is due to the compression effect 

done by Q. 

3) Run-Length Encoding (RLE) 
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After quantization, the matrix C is read in a zigzag 

order starting from the upper left corner, grouping 

repeated numbers together, especially the zeros. 

Sequence of same number is stored as a single count and 

data value 

 

4) Huffman Coding 

After run-length encoding, Huffman coding is applied 

to the block. All numbers in the block are replaced with 

codes having variable sizes. A more repeated number 

will have a smaller coding size than less frequent 

numbers. 

B. Quadtree Image Compression 

A quadtree is a type of tree data structure where each 
node is a leaf node or has exactly four children. This data 
structure is used to store information for a two 
dimensional space. [8] This is very convenient for saving 
images because a planar image has two dimensions. A 
quadtree can be used for image compression in both 
lossless and lossy ways. A tree node is created to 
represent the full image. The difference of individual 
pixels and the average RGB color of an image is checked 
against an error threshold. If the difference is bigger than 
the threshold, the image is divided into 4 sub regions, and 
the node gets 4 children. The process is repeated 
recursively until it meets the threshold. The image values 
are saved in the leaf nodes. If the threshold is zero, then 
the compression is lossless, otherwise it is lossy. The end 
tree should be smaller than the original image. [9] 

To illustrate the above, 2 examples are done, lossless 
example with threshold of zero, and another lossy 
example with threshold of 10.  

For the first example, a small portion 8x8 pixel block 
is taken from an image containing 21 blocks of grey color 
shades (Fig. 1a). The portion lies on the border between 2 
different zones of grey. The threshold is set to be zero, 
which means a lossless compression case. This block can 
be divided into 22 regions using the zero threshold as 
shown in Fig. 2b. 

 

     

Figure 1.  a) 21 shades of GREY image  b) LENA grey image  

 

 

90 90 90 90 90 90 90 90 

90 90 90 90 90 90 90 90 

90 90 90 90 90 90 90 90 

96 96 96 96 96 96 96 96 

103 103 103 103 103 103 103 103 

103 103 103 103 103 103 103 103 

103 103 103 103 103 103 103 103 

103 103 103 103 103 103 103 103 

a) 8x8 sample pixel values taken from 24 shades of grey image 

        

        

        

        

        

        

        

        

Figure 2.  b) 8x8 sample, with quadtree regions for zero threshold 

Figure 3 shows the quadtree for the first example. The 
letter ‘x’ represents a node without a final value, but 
having 4 children nodes. In this example, the 22 regions 
give a compression ratio of 2.91 to 1 excluding the empty 
‘x’ nodes, and  2.21 to 1 including the ‘x’ nodes. 

 

Figure 3.  The quadtree for the 8x8 GREY sample, taken from figure 2 

For the second example, an 8x8 pixel block (shown in 
Fig. 3a) is taken from LENA grey image of size 256x256 
(Fig. 1b), which is a standard used picture for image 
processing. We assume the threshold to be 10, so the 
compression is lossy. The rounded average of the cell 
values is 130. The deducted average from the cell values 
is shown in Fig. 3b. This block can be divided into 25 
regions using the threshold 10, as shown in Fig. 3c. 

127 132 126 133 134 130 138 139 

123 129 127 133 134 132 138 138 

117 126 127 133 134 134 138 138 

110 122 126 130 132 132 134 139 

108 122 128 130 132 133 133 140 

108 123 132 132 133 135 132 141 

106 122 131 130 131 133 130 142 

108 122 128 131 129 130 138 136 

a) 8x8 sample pixel values taken from LENA grey image 

-3 2 -4 3 4 0 8 9 

-7 -1 -3 3 4 2 8 8 

-13 -4 -3 3 4 4 8 8 

-20 -8 -4 0 2 2 4 9 

4
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-22 -8 -2 0 2 3 3 10 

-22 -7 2 2 3 5 2 11 

-24 -8 1 0 1 3 0 12 

-22 -8 -2 1 -1 0 8 6 

b) 8x8 sample pixel values minus calculated average value of 130 

        

        

        

        

        

        

        

        

Figure 4.  c) 8x8 sample, with quadtree regions for threshold 10 

Figure 5 shows the quadtree for the previous example. 
The letter ‘x’ represents a node without a final value, but 
having 4 children nodes. In this example, the 25 regions 
give a compression ratio of 2.56 to 1 excluding the empty 
‘x’ nodes, and  1.94 to 1 including the ‘x’ nodes. 

 

Figure 5.  The quadtree for the 8x8 LENA sample, taken from figure 3 

4. PROPOSED ALGORITHM 

The proposed scheme consists of three main parts, 
namely the Discrete Cosine Transform,  the Quantization, 
and the Quadtree decomposition. These three parts are 
described as follows. 

Assuming that the original image is 256x256 pixels  
The image is initially decomposed to 8x8 pixel blocks, 
then the color range for each pixel is changed to be around 
zero, by deducting 128 from each number as explained in 
the previous section. As an example, we will the same 
sample taken from LENA grey image in figure 4a. The 
following figure 6 shows the updated numbers from figure 
4a after deducting 128 from each cell. 

-1 4 -2 5 6 2 10 11 

-5 1 -1 5 6 4 10 10 

-11 -2 -1 5 6 6 10 10 

-18 -6 -2 2 4 4 6 11 

-20 -6 0 2 4 5 5 12 

-20 -5 4 4 5 7 4 13 

-22 -6 3 2 3 5 2 14 

-20 -6 0 3 1 2 10 8 

Figure 6.  8x8 sample pixel values taken from LENA grey image (fig. 

4a), with numbers centered around zero 

After the initial centering around zero, the DCT is 
applied first similarly as applied to JPEG algorithm. Then 
DCT is applied to every block using equation (2) 
mentioned in the previous section. The results of applying 
DCT to the 8x8 block in figure 6 is shown next in figure 
7, with all numbers rounded off to one decimal place. 

12.8 -51.5 -15.2 -20.8 -4 -8 -5.3 -2.7 

11.7 10.3 8.9 10.1 5.6 2.9 -6.5 0.3 

4.6 6.6 5.2 2.1 0.7 3.5 -4.3 0.7 

2.6 1.8 0.5 -2 1.6 -3.9 3.1 -0.6 

-3.8 -0.3 1.9 0.7 0 1.8 -3.2 0.7 

-1.2 -0.7 0.1 -1.5 1.1 -2.5 1.8 -0.6 

2.7 0.6 -0.6 1.2 -0.8 1.9 -1.5 0.1 

0.2 -0.3 0.3 0 0.1 -0.6 0.2 -0.3 

Figure 7.  Results of applying DCT to the 8x8 sample pixel values in 

fig. 6 

Next, the quantization step is applied also in the same 
way as in JPEG. Q50 is used as a compromise between 
having a good quality and a good compression ratio. The 
resulting block matrix from the first step (Fig. 7) is 
divided by the quantization matrix Q50, using equation (4) 
from previous section. The results of applying 
quantization to the 8x8 block in figure 7 (after DCT) is 
shown next in figure 8. As mentioned in equation (4), all 
numbers are rounded to the nearest integer. 

1 -5 -2 -1 0 0 0 0 

1 1 1 1 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

Figure 8.  Results of applying Quantizatrion (Q50) to the 8x8 block 

after DCT sample pixel values in fig. 7 

The last step involves creating a quadtree after 
merging all the 8x8 blocks into the full image (which is 
assumed to be 256x256 pixels, with 8 bits gray color 
depth). The full image is checked for a single pixel value 
from the image. A quadtree node is created depicting this 
value. If a single value does not exist, then the image is 
divided into 4 equal blocks, with each block tested again 
for uniformity, assuming a threshold of zero. On the 
quadtree, this is done by adding 4 children to the parent 
node. This process keeps running recursively until no 
further decomposition can be done. Finally the leaf nodes 
represent the actual parts of the image. 

For illustration purpose, we will apply last step on the 
8x8 block values received after applying DCT, then 
quantization (Q50). We also assume a threshold value of 
zero. The obtained quadtree is shown in the next figure 9. 
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(a) 

 
(b) 

Figure 9.  Obtained Quadtree with zero threshold from the fig. 8 above, 
which is the result of DCT and Quantizatrion (Q50): (a) Quadtree 

regions. (b) Quadtree values 

The obtained quadtree in figure 9 by applying our 
methodology (DCT-Quantization-Quadtree with zero 
threshold) is more compact than the quadtree obtained in 
figure 4c using only quadtree with threshold of 10. Our 
result contains only 13 nodes excluding parent nodes (17 
including all nodes). The other examples contains 25 
nodes excluding parent nodes (33 including all nodes). 
The overall compression using our method for this small 
sample is 4.92 to 1 excluding the empty ‘x’ nodes, and  
3.76 to 1 including the ‘x’ nodes. This number is almost 
double the compression rate of the quadtree alone. 

 

Figure 10.  DCT – Quadtree Image Compression Algorithm’s Flowchart 

A simplified flowchart for the overall system is 

shown on the next figure 10. The proposed algorithm is 

shown after that. 

Algorithm DCT – Quadtree Image Compression 

1. Select the 256x256 grey image. 

2. Set threshold value Th. 

3. Divide the image into 8x8 blocks. 

4. Select the first 8x8 block M. 

5. Modify the color of each pixel in M:  

M(i,j) = M(i,j) – 128     (i/j going from 0 to 7) 

6. Apply DCT to block M, getting matrix block D. 

D = TMT’  
Where: 

𝑇𝑖, 𝑗 =
1

√8
 𝑖𝑓 𝑖 = 0,

1

2
cos

(2𝑗+1)𝑖𝜋

16
 𝑖𝑓 𝑖 > 0   

T’ = Transpose of T 
7. Apply quantization Q50 to block D, getting matrix C. 

  Ci,j = round(Di,j / Qi,j) 
8. Save block C as part of 256x256 final table F. 

9. Select next 8x8 block M. 

10. Loop steps 4 to 8 until no more 8x8 blocks remain. 

11. Start from table F as 1 block, create one parent tree 

node and set as current node. 

12. Check the average block value a. 

13. If all |block values – a| <= Th, save ‘a’ into the 

current tree node.  

14. If any absolute block value is greater than Th - a, 

divide the block into 4 sub-blocks. Create 4 children 

for the current tree node.  

15. Move to the next tree node/block in F (movement is 

left-right-up-down). 

16. Repeat steps 12 to 15 until no more node/blocks 

exist. 

17. End of Algorithm. 

 

5. PERFORMANCE & ANALYSIS OF THE 

PROPOSED SCHEME 

To verify the effectiveness of our proposed algorithm, 
extensive simulations are carried out for a range of 
standard images used for image processing and 
compression. The system programming was done in C# 
computing language and run on Windows 10 OS. The 
suggested algorithm was run and compared with other 
algorithms that are mainly based on quadtree and JPEG. 
In total, the comparison was done on: 

- Quadtree (Lossless, threshold zero) 

- Quadtree (Lossy, with threshold 10) 

- Quadtree with reduced image resolution (Lossy) 

- JPEG: which consists of DCT / Quantization / 
Huffman / RLE 

Start

Load Image. Set Threshold Th.

Select 8x8 Blocks

End

Apply quantization to all 

blocks

Adjust color of each cell -128

Apply DCT to all blocks

Create Quadtree for all table

6
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- Our Algorithm: DCT / Quantization / Quadtree 
(with both threshold zero and 10) 

A. Selected Images 

Five standard images were selected to compare the 

different compression methods. To simplify the work, all 

images were taken with 8 bits shades of grey, so each 

pixel in the bitmap format took one byte. All pictures 

were 256 pixel length by 256 pixels wide. The total 

picture size was 64KB (kilo bytes) in one dimension, and 

the total bitmap size was 192KB because the bitmap 

gives 3 bytes for each pizel, 1 per color (red, green, blue), 

even if the picture is grey. The pictures are: Lena (Fig. 

11a), Barbara (Fig. 11b), 21 shades of Gray (Fig. 11c), 

House (Fig. 11d), and Moon (Fig. 11e). 

 

             
(a)    (b) 

      
(c)    (d) 

  (e) 

Figure 11.  Selected Images for compression comparison: (a) Lena, (b) 

Barbara, (c) Grey 21, (d) House, (e) Moon. 

B. Performed Tests  

1) Quadtree (Lossless, threshold zero) 

In this test, a normal quadtree is built based on the 

original bitmap. The threshold was set to zero, which 

means that any grouped nodes need to have exactly the 

same value. Therefore this is a lossless compression. All 

images details are restored with the same accuracy.  

 

2) Quadtree (Lossy, with threshold 10) 

In this test, a quadtree is built based on the original 

bitmap. The threshold was set to 10, which means that 

any grouped nodes can have a maximum deviation of 10 

with respect to the average value. Therefore this is a 

lossy compression. A part of the image details is lost due 

to approximation.  

 

3) Quadtree with reduced image resolution (Lossy) 

In this test, a quadtree is built based on a modifed 

bitmap of the original image, whereby all pixel values are 

rounded down to the nearest 10. For example, the value 

253 is saved as 250, and the value 27 is saved as 20. The 

threshold was set to zero because the image is already 

reduced in quality, in order not to lose more of the image 

accuracy. Therefore this is a lossy compression, with the 

loss happening in the quantization part of the 

compression. with a part of the image detail is lost due to 

the rounding of color values.  

 

4) JPEG 

In this test, a JPEG image is built based on the original 

bitmap. As explained in the previous sections, JPEG 

compression consists of DCT, Quantization, Huffman, 

and RLE. It is a lossy compression method with the loss 

happening in the quantization part of the compression.  

 

5) Our Algorithm: DCT / Quantization / Quadtree  

In this algorithm, DCT is applied first on the original 

bitmap. Then quantization of 50 is applied on DCT. Next 

a quadtree is built based on the results. A threshold of 

zero is used first. Another threshold of 10 is also tested. 

Although the threshold of 10 gives a better compression, 

the image loses most of its quality because it was already 

inducing loss, so it is dropped, and only threshold zero 

was used in final testing. 

 

C. Results of the Performed Tests  

All the five compression algorithms were applied on 

all the five selected standard images. We consider every 

node in algorithms involving quadtrees as one byte value, 

even header nodes containing no data. So assuming all 

images having the same size of 65536 bytes, a full 

quadtree with no compression will consume 87381 bytes. 

This number is received if we start by 1 header node, 

than keep multiplying by 4 and adding to the sum until 

we reach 65536 nodes. The calculation is shown next: 

 
1(head) + 4 + 16 + 64 + 256 + 1024 + 

4096 + 16384 + 65536(leaves) = 87381 

nodes 

 

The test results are as follows: 
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1) Lena Image 

In the Lena image, for the quadtree with threshold 

zero, the resulting file was bigger than the original. This 

was due to not having many grouped groups of 4 nodes, 

and the additional header nodes added a considerable 

overhead. For the quadtree with threshold 10, a better 

grouping was performed, and the resulting tree had 

31357 nodes with the file  reduced to 48% of its original 

size. However, if the image resolution was reduced by a 

round of 10, then quadtree applied with zero threshold, 

the file was not compressed and kept its 100% size. The 

JPEG algorithm achieved the best compression with the 

file reduced to just 23% of its original size. Finally, our 

algorithm achieved a file reduction to 56% of its size. 

 

2) Barbara Image 

The Barbara image is considerably more complicated 

than all other images. For the quadtree with threshold 

zero, the resulting file was bigger than the original. This 

was due to the complicated image and not having many 

grouped groups of 4 nodes, and also the parent header 

nodes. For the quadtree with threshold 10, the resulting 

tree had 51713 nodes with the file  reduced to 79% of its 

original size. But if the image resolution was reduced by 

a round of 10, then quadtree applied with zero threshold, 

the file became of bigger size than the original. The 

JPEG algorithm achieved the best compression with the 

file reduced to just 28% of its original size. Finally, our 

algorithm achieved a file reduction to 68% of its size 

with 44761 nodes. 

 

3) 21 Shades of Grey Image 

The 21 shades of grey image is the simplest and most 

uniform picture in the selected set. Its simplicity made it 

possible for the quadtree with threshold zero to work 

efficiently, with a resulting file’s size 14% of the 

original. The was improved with threshold 10 to become 

just 3% of the original size.  Even for the image 

resolution reduction by a round of 10, then quadtree 

applied with zero threshold, the file well compressed to 

11% of its size. The JPEG algorithm performed well, but 

not the best, with reduction to 6% of its original size. 

Finally, our algorithm achieved a file reduction to 34% of 

its size. 

 

4) House Image 

In the house image, the quadtree with threshold zero 

performed badly with a resulting file bigger than the 

original, for the same reasons mentioned before in Lena 

and Barbara images. For the quadtree with threshold 10, 

a better grouping was performed, with the file  reduced to 

54% of its original size. For the third method of the 

image resolution reduced by a round of 10, then quadtree 

applied with zero threshold, the file was slightly 

compressed 92% of its size. The JPEG algorithm 

achieved the best compression with the file reduced to 

just 20% of its original size. Finally, our algorithm 

achieved a file reduction to 44% of its size with 28705 

nodes. 

 

5) Moon Image 

The last test was done on an image of the moon. The 

quadtree with threshold zero also performed badly with a 

resulting file bigger than the original as in all other non-

uniform images. For the quadtree with threshold 10, the 

file  was reduced to 52% of its original size due to a 

better grouping. When the image resolution reduced by a 

round of 10, then quadtree applied with zero threshold, 

the file failed to be compressed and became larger in 

size. The JPEG algorithm achieved the best compression 

with the file reduced to 19% of its original size. Finally, 

our algorithm achieved a file reduction of 40% of its 

original size. 

 

The results are shown and compared in the next two 

tables, the first with the size in bytes, and the other with 

compression percentage (new size divided by original 

size): 

TABLE I.  COMPARISON: ORIGINAL AND AFTER COMPRESSION 

FILE SIZE IN BYTES FOR THE TESTED COMPRESSION TECHNIQUES 

 

The tables I and II show that JPEG is clearly by far the 

most compact method in most of the scenarios, except in 

21 shades of grey image. As for the others using 

quadtree, our method seems to be exceeding all the others 

in at least 3 out of 5 scenarios. 

As for the images accuracy, the best is the quadtree 

with threshold zero because it is lossless, followed by 

JPEG and our algorithm with equal accuracy, then by the 

quadtree with threshold 10 and the reduced image with 

quadtree. 
 

 

 

Method   Picture Name  

 Lena Barbara Grey House Moon 

Original Bitmap 
Size(3 dimensions) 

192KB 192KB 192KB 192KB 192KB 

Original Bitmap 
Size (1 dimension) 

65536 65536 65536 65536 65536 

Quadtree 
(threshold zero) 

86713 87193 9445 74505 87337 

Quadtree 
(threshold 10) 

31357 51713 1901 35293 34173 

Reduced image 
with quadtree 

65465 75557 3189 60513 78821 

JPEG 15073 18350 4129 13369 12452 

DCT, quantization, 
quadtree (Th=0) 

36557 44761 22281 28705 26453 
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TABLE II.  COMPARISON: AFTER COMPRESSION FILE % OF 

ORIGINAL FILE FOR THE TESTED COMPRESSION TECHNIQUES 

 

6. CONCLUSION 

In this paper, an algorithm based on 
DCT/Quantization and Quadtrees was suggested for 
image compression. This algorithm was tested and will 
be compared with other techniques mostly using 
quadtrees: quadtree with zero threshold, quadtree with 
threshold 10, reduced image resolution with quadtree. It 
was also compared with JPEG algorithm which is based 
on DCT. The simulation shows that although JPEG is 
superior to all the others in the comparison, our 
algorithm based on DCT with quadtree performed well 
with respect to the all other applied methods based on 
quadtrees. 
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