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Abstract: The stage at which lung cancer is diagnosed is a critical factor in assessing its global impact on mortality rates. Early
diagnosis significantly enhances the prognosis. This article reviews advancements in early lung cancer detection, focusing on imaging
technologies, molecular diagnostics, and artificial intelligence (AI). Despite the difficulties presented by the absence of symptoms
in the early stages, early detection of lung cancer is crucial for improving treatment outcomes. Non-invasive methods for detecting
cancer biomarkers include low-dose computed tomography (LDCT) and molecular diagnostics. Al identifies subtle patterns indicative
of cancer, thereby improving diagnostic accuracy. This study evaluates the effectiveness, precision, and practicality of these diagnostic
methodologies, with an emphasis on recent technological advancements. The findings underscore the pivotal role of early diagnosis
in enhancing survival rates and quality of life for lung cancer patients. Early detection offers transformative potential, bringing hope
to those affected by this disease. Furthermore, the research demonstrates how emerging diagnostic tools can bridge the gap between
late and early-stage detection, providing new hope for patients. The evolving nature of these tools highlights the importance of early
detection in reducing lung cancer prevalence. These advancements herald a promising future for lung cancer management, with the
potential to significantly reduce mortality rates and improve patient outcomes globally. Progress in diagnostic technologies represents
a transformative leap in the fight against lung cancer. These innovations aim to bridge the gap between late and early-stage detection,
setting the stage for a revolution in patient care. As a result, survival rates and quality of life for lung cancer patients worldwide are
expected to see unprecedented improvements.

Keywords: Artificial Intelligence in Oncology, Cancer Biomarkers, Early Diagnosis, Imaging Technologies, Low-Dose Computed
Tomography, Lung Cancer Detection

1. INTRODUCTION

Lung cancer (LC) continues to be a highly common
and lethal form of cancer worldwide, presenting substan-

This paper assesses the effectiveness, precision, and
practicality of various detection methods, highlighting their
potential for early diagnosis, which is crucial for improving

tial challenges in terms of diagnosis and treatment. Early
detection is vital to improve survival rates and treatment
efficacy; however, the disease often lacks symptoms during
its initial stages, leading to diagnoses in more advanced and
less controllable stages.

This review paper explores recent advances in lung
cancer detection, focusing on imaging technologies, molec-
ular diagnostics, and artificial intelligence (AI) models.
These areas offer unique advantages and challenges in early
detection, with ongoing developments promising improved
patient outcomes.

Lung cancer screening is greatly influenced by the use of
low-dose computed tomography (LDCT) and other imaging
technologies. In order to improve precision and reduce the
occurrence of incorrect results, there has been progress in
the advancement of more advanced imaging techniques and
supplementary tools.

quality of life for those suffering from lung cancer. By
scrutinizing recent advancements and their clinical rami-
fications, this review aspires to augment the ongoing dis-
course on the optimization of lung cancer identification and
management protocols.

Traditional imaging modalities and advanced deep learn-
ing algorithms, including Convolutional Neural Networks
(CNNs), have significantly improved lung cancer detection
and analysis using computed tomography (CT) and chest
radiography. This section provides a critical review of the
methodologies presented in the referenced literature, with
an emphasis on lung cancer classification, segmentation,
and the identification of COVID-19-affected pulmonary
regions, which is pertinent due to its implications for lung
health and the heightened vulnerability of individuals with
preexisting conditions such as cancer.

Neural networks were used by Kuruvilla and Gunavathi
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I Preprocessing: Enhance Image Qualityl

I Feature Extraction: Identify Indicative Patterns I

I Model Training: Employ Deep Learning Techniques I

I Validation: Rigorous Performance Assessment I

I Evaluation: Clinical Efficacy in Real-World Settingsl

Figure 1. A Schematic Representation of the Lung Cancer Detection
Algorithm Process.

to classify LC from CT images. A model was proposed
to interpret image data and distinguish between cancerous
and non-cancerous cells. This work lays the foundation for
using neural networks in detecting lung cancer [1].

Chen et al. investigated the use of the SegNet model for
lung CT image segmentation, emphasizing the distinction
between benign and malignant nodules. The study demon-
strated that SegNet was effective in accurately segmenting
lung images [2].

Adak et al. [3] presented an early detection method
for COVID-19 using DenserNet, a DenseNet variant. Wang
et al. [4] used a firefly algorithm-enhanced 2D recipro-
cal cross-entropy multi-threshold method to separate lung
parenchyma in COVID-19 CT images.

Nahiduzzaman et al. created a parallel CNN-ELM model
to classify chest X-ray images into multiple categories,
identifying seventeen lung diseases, including COVID-19
[5].

The integration of advanced neural networks and seg-
mentation models such as SegNet and DenserNet in lung
cancer detection and analysis is emphasized. The adoption
of these techniques indicates a move towards more accurate,
non-invasive, and efficient diagnostic tools crucial for early
detection and treatment planning in lung cancer care. The
investigation of these methodologies within the framework
of COVID-19 further highlights the critical importance of
versatile diagnostic solutions in tackling novel respiratory
pathologies that may complicate the diagnosis and thera-
peutic management of lung cancer.

A. LC Detection Using ML and DL methodology
Diagnostic precision and patient prognoses are signif-
icantly improved through the application of ML and DL
methodologies in the detection of LC. The procedural stages
involved in the identification of lung cancer using these
sophisticated techniques are delineated in this section. Each
phase, from the preprocessing of raw medical imaging data
to the assessment of models within clinical environments, is

of paramount importance. Understanding these steps helps
researchers and practitioners appreciate the complexity and
potential of applying ML and DL in combating lung cancer.
The sequential steps from preprocessing medical imaging
data to evaluating the model’s clinical efficacy in real-world
settings are outlined in Figure 1.

1) Preprocessing: The preprocessing of medical imag-
ing data, typically CT scans, is performed to enhance
image quality and reduce noise.

2) Feature Extraction: Relevant patterns and char-
acteristics indicative of lung cancer presence are
extracted from the preprocessed images. This step
often involves techniques such as texture analysis
and segmentation to delineate regions of interest,
such as nodules, within the lung images.

3) Model Training: A classification model is trained
using labeled data to distinguish between cancer-
ous and non-cancerous instances. Deep learning
approaches, such as convolutional neural networks
(CNNs), are commonly employed in this stage due
to their ability to automatically learn discriminative
features from raw data.

4) Validation: The trained model is validated using
separate datasets to assess its performance and gen-
eralization capability.

5) Evaluation: The evaluation of the deployed model is
conducted in real-world clinical settings to determine
its efficacy in assisting radiologists with accurate and
timely lung cancer detection.

B. Related Studies

Advancements in computational techniques, especially
in machine learning (ML) and deep learning (DL), have
greatly improved the timely and accurate detection of lung
cancer, as analyzed in this section and supported by multiple
studies, highlighting enhancements in diagnostic precision
and effectiveness. Notably, Poonkodi and Kanchana intro-
duced an innovative lung cancer segmentation approach
using refined optimization algorithms, which attained im-
pressive accuracy, sensitivity, and precision rates of (97%,
98%, and 98%) [6].

Agnes, Solomon, and Karthick introduced Wavelet U-
Net++ through the integration of wavelet pooling into
the U-Net++ framework. This model adeptly discriminated
small nodules from noise, attaining a mean Dice coefficient
of 0.936 and an Intersection over Union (IoU) of 0.878 in
the precise segmentation of pulmonary nodules [7].

Borg et al. emphasized the importance of CT scans in
early detection of lung cancer and noted that higher CT scan
volumes contribute to improved detection rates. However,
factors such as patient-related delays and socio-economic
disparities were also underscored as influences on survival
rates [8].

Gautam, Basu, and Sarkar proposed a series of deep
learning models that employ transfer learning to enhance
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the categorization of lung nodules. The accuracy of these
models reached 97.23% [9].

Salvatore et al. compared lung cancers in fibrotic and
non-fibrotic tissues. They found a higher likelihood of
cancer in fibrotic lungs, contributing to the understanding
of lung cancer in pulmonary fibrosis patients [10].

Wang et al. conducted a study on the fortuitous detec-
tion of lung cancer while performing chest CT scans for
COVID-19. The authors proposed the possibility of utilizing
CT scanning on a large scale to detect lung cancer at an
early stage [11].

These investigations highlight the importance of ad-
vanced image processing and deep learning techniques
in lung cancer detection and segmentation. They demon-
strate rapid advancements in computational methods and
the evolution of ML and DL, from early neural networks
to advanced models. Each contribution has progressively
improved the field, enabling more precise, non-invasive, and
efficient diagnostic tools essential for early detection and
treatment planning.

2. METHODS AND MATERIALS
A. Datasets

Table I provides an overview of various datasets used
in lung cancer research, encompassing size, data type, and
focus. Some important datasets are LIDC-IDRI [24], NLST
[25], NSCLC Radiogenomics [26] and LUNAI16 [27].
These datasets provide information about lung nodules,
screening data on a large scale, CT-genomics connections
for NSCLC, and automatically detected candidate nodules.
Also, datasets like the PLDDR and MILD Screening Trial
look at how drugs work and how to lower death rates
through screening [28], [29]. These datasets are valuable
resources for lung cancer analysis and contribute to diag-
nostic and treatment advancements.

B. Preprocessing

Preprocessing lung images enhances neural network
performance for lung cancer classification and segmentation
[30], [31]. Common practices include image normalization,
resizing, and augmentation [32].

Image normalization: Adjusts pixel values to a specific
mean and standard deviation, transforming the data to zero
mean and unit variance, preventing model bias [30]. Tech-
niques include min-max and z-score normalization [33].

Resizing images: Ensures uniform input dimensions for
neural networks [31]. Methods include nearest neighbor,
bilinear, and bicubic interpolation [34].

Image augmentation: Increases training data diversity
through rotation, flipping, and scaling [35]. Additional
methods include noise, elastic deformations, and intensity
shifts [36]. These steps are foundational for applying neural
networks like SegNet [37] in lung nodule segmentation and

cancer classification from CT images, aiding early diagnosis
and treatment planning.

Boddu et al. focus on Al and ML for lung cancer
detection during the COVID-19 pandemic [38]. Emphasis
is on ensuring quality medical data, optimizing models
for limited data, and adhering to health standards while
improving them.

Alshmrani et al. introduce a deep learning framework
for classifying lung diseases based on chest X-ray (CXR)
images [39]. Typical preprocessing steps in these studies
include image preprocessing, data augmentation, segmen-
tation, feature extraction, label encoding, and dataset split-
ting.Mall et al. investigate deep neural networks (DNNs)
in medical image analysis, exploring preprocessing tech-
niques such as normalization, augmentation, segmentation,
resizing, artifact removal, and contrast enhancement [40].
Liu and Li explore biopsy specimen image preprocessing
methods, including staining, scanning, and texture feature
extraction [41]. Ilhan et al. use localization and enhance-
ment techniques for segmenting COVID-19 lung CT images
with U-Net [42]. Table II summarizes related works on
medical diagnostics preprocessing. Lacroix et al. (2001)
designed RT-PCR assays utilizing neuroendocrine marker
transcripts to identify rare exfoliated tumor cells in blood
and sputum samples, demonstrating high sensitivity for
early cancer detection [43]. Saha & Yadav propose ML and
DL methods to reduce false positives and detect nodules in
CT scans, enhancing diagnostic accuracy [44]. Tejaswini
et al. use CNN architectures to classify lung cancer as
malignant or benign, improving differentiation [45]. Owzar
et al. (2008) suggest using quality control metrics and
summary algorithms for microarrays in lung cancer samples
before they are used. Quantitative RT-PCR and magnetic
cell sorting (MACS) are used by Guo et al. to measure
the number of circulating tumor cells (CTCs) and track
the progression of the disease [46]. Bhatia, Sinha, and
Goel use UNet and ResNet for deep residual learning to
pull out features from CT scans, which makes it easier
to accurately describe tumors [47]. Song et al. show that
surface-enhanced Raman spectroscopy (SERS) can find
protein markers related to lung cancer [48].

Sait employs a Convolutional Neural Network (CNN)
architecture utilizing DenseNet-121 to extract features from
PET/CT images. Additionally, deep autoencoders are em-
ployed to decrease the dimensionality of the images [49].
Katseli et al. employ multiplex PCR to identify circulating
tumor cells using primers that are specific to these cells [50].
Ning et al. utilize Scanning Electrochemical Microscopy
(SECM) to concurrently detect four distinct biomarkers
associated with lung cancer [51].

Balasubramaniam and Govindaswamy recommend the
Selective Median Filter (SMF) and enhanced Local Range
Modification (MLRM) to improve clarity and reduce inter-
ference in mammographic images [52]. Tiwari et al. (2019)
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TABLE I. Overview of Lung Cancer Datasets

Dataset Name Size Data Type Methodology

LIDC-IDRI [12] 1018 cases CT Annotated lung nodules for detection and seg-
mentation..

NLST [13] Varies CT, X-ray Large-scale dataset from the National Lung
Screening Trial, used for screening research.

NSCLC Radiogenomics [14] 422 cases CT Links CT features to genomics for non-small cell
lung cancer (NSCLC) analysis.

Public Lung Database to Ad- 84 cases CT Focuses on drug response, with pre- and post-

dress Drug Response (PLDDR) treatment scans.

[15]

TCIA Lung Phantom [16] 60 images CT Provides phantom CT images for calibration and
testing of segmentation algorithms.

Kaggle Lung Cancer Detection 1500 cases CT Dataset from Kaggle competition for lung cancer

[17] detection using deep learning.

MILD Screening Trial [18] 5200 cases Low-dose CT Part of a screening trial to investigate mortality
reduction due to lung cancer screening.

Lung Nodule Analysis 2016 888 cases CT Contains candidate nodules automatically de-

(LUNA16) [19] tected by a CAD system, for false positive re-
duction studies.

Early Lung Cancer Action Pro- 100 cases CT Focuses on early detection with low-dose CT

gram (ELCAP) [20] scans, includes annotated lesions.

MRI Dataset in Computer- 21 MR images MRI Utilized for pattern recognition in lung cancer

Aided Diagnosis Study [21]

Synthetic 4D-CT Dataset by
Yang et al. [22]

Lung Nodule Detection MR
Dataset by Li et al. [23]

142 MR scans MRI

MRI/CT Fusion

diagnosis, includes both malignant and benign
lesions.

Fuses 3D-CT volume and 3D motion from 4D-
MRI for lung cancer patients, generating syn-
thetic 4D-CT datasets.

Focuses on lung nodule detection in T2-weighted
MR images using deep learning.

propose the use of a fuzzy inference system that integrates
image preprocessing, segmentation, and feature extraction
techniques to detect lung cancer in CT scans. Tiwari et al.
unveil a groundbreaking deep learning technique, harness-
ing the sophisticated Time Warping Elastic Distance Long
Short-Term Memory Neural Network (TWEDLNN) along-
side an innovative Mask Unit (MU) based 3FCM algorithm,
to meticulously detect lung nodules with unprecedented
accuracy and efficiency [53].

Sozzi et al. (2003) employ quantitative PCR to measure
circulating plasma DNA in lung cancer patients [54]. Al-
adamey & Salman use DL algorithms and low-resolution
images to detect lung cancer in pathology images [55].
Pan, Xu, & Huang introduce an automated method for
detecting lung cancer cells utilizing a deep convolutional
neural network. [56]. Huang et al. use a microfluidic chip
to isolate and count circulating tumor cells based on size
[57].

Wang evaluates DL algorithms that use non-local meth-
ods to classify lung nodules in CT images, providing
valuable insights into these approaches’ effectiveness [58].

C. Feature Extraction and Selection

Feature extraction is crucial in lung cancer detection
as accurately identifying relevant features impacts classifi-
cation algorithm performance. Several methodologies have
been explored to enhance precision and effectiveness. [45]
combines SVM and CNN techniques to classify lung cancer,
highlighting the integration of conventional ML with DL for
improved feature representation and classification.

Kishore examines image feature selection methods to
enhance classification accuracy and optimize retrieval per-
formance by prioritizing important characteristics in lung
cancer images [59].

According to Patel et al., the shape histogram based
on local energy (LESH) and sensitivity analysis (SA) are
suggested as methods to extract advanced features pertinent
to lung cancer. According to Patel (2018), the use of
shape-based features in conjunction with sensitivity analysis
simplifies the differentiation between various types of lung
cancer [60].

Ge and Zhang study the choice of radiomic characteris-
tics and the design of predictive models for CT lung cancer
radiomics. They do this by extracting quantitative imaging
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Figure 2. Visual Representation of Preprocessing Methods in Medical Image Analysis

Scale Invariant Feature
Transform (SIFT)

Feature Extraction

Methods
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Gabor Filters
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Local Energy-based Shape
Histogram (LESH)

Figure 3. Conceptual framework detailing a spectrum of methods employed for the extraction of features from multidimensional data sets,
emphasizing integration with machine learning and segmentation algorithms.

features that reveal hidden patterns for an accurate diagnosis
and prognosis [61].

DL methodologies for early lung cancer detection have
gained interest. [49] demonstrates DL models’ capacity to
autonomously acquire distinguishing characteristics from
PET/CT images, enabling early identification.

Kanwal et al. [62] suggest using PSO-FS to
look at lung and breast cancer data. This method

uses optimization to find the most informative
feature subset, which speeds up feature extraction
and improves the accuracy of classification.
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TABLE II. Summary of Preprocessing Methods in Medical Image Analysis

Authors

Year

Description

Methodologies

Mall et al. [40]

2023

Extensive examination of DNNSs in
medical image analysis, including
preprocessing methodologies such
as data normalization, augmenta-
tion, segmentation, image resizing,
artifact removal, and contrast en-
hancement.

Data normalization, augmentation, seg-
mentation, image resizing, artifact re-
moval, contrast enhancement

Saha & Yadav [44]

2023

Proposal of ML and DL methods
to reduce false positive results and
detect nodules in CT scans.

Machine learning, deep learning, false
positive reduction, nodule detection

Ilhan et al. [42]

2023

Utilization of localization and en-
hancement techniques for segmen-
tation of COVID-19 lung CT im-
ages using U-Net.

Localization, enhancement, segmentation
using U-Net

Sait [49]

2023

Presentation of a novel approach
utilizing CNN architecture with
DenseNet-121 for feature extrac-
tion and deep autoencoders for re-
ducing dimensionality in PET/CT
images.

Convolutional neural network, feature ex-
traction, deep autoencoders

Aladamey & Salman
[55]

2023

Employment of DL algorithms and
low-resolution images to detect
lung cancer in pathology images.

Deep learning, low-resolution images

Liu and Li [41]

2023

Examination of preprocessing
methods for biopsy specimen
images, including staining,

scanning, and extracting texture
features.

Staining, scanning, texture feature extrac-
tion

Wang [58]

2023

Evaluation of DL algorithms utiliz-
ing non-local methods to classify
lung nodules in CT images.

Deep learning, non-local methods, lung
nodule classification

Tejaswini et al. [45]

2022

Utilization of CNN architectures
to extract features and classify the
presence of lung cancer into malig-
nant and benign categories.

Convolutional neural network, feature ex-
traction, classification

Tiwari et al. [53]

2021

Proposal of a DL technique
employing ~ TWEDLNN and
MU based 3FCM algorithm for
detecting lung nodules in CT
images.

Deep learning, fuzzy clustering, lung nod-
ule detection

Nikkam [63]

2021

Introduction of advanced digital
image processing techniques for
early disease detection using MRI
scans.

Digital image processing, MRI scans

Bhatia,
Goel [47]

Sinha, &

2018

Employment of deep residual
learning using UNet and ResNet
models to extract features from CT
scans for precise characterization
of tumor features.

Deep learning, residual learning, feature
extraction

Ning et al. [51]

2018

Showcase of the use of SECM
to detect four lung cancer tumor
markers simultaneously.

Scanning Electrochemical Microscopy
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Miah
[64]

and Yousuf 2015

Suggestion of using a neural net-
work for classifying tumors in CT
scans after image preprocessing
and segmentation.

Neural network, image preprocessing, seg-

mentation

Pan, Xu, & Huang
[56]

2015

Presentation of a method for au-
tomatically detecting lung cancer
cells using a deep convolutional
neural network.

Deep convolutional neural network

Huang et al. [57] 2014

Presentation of a microfluidic chip
using size as a criterion to isolate
and count circulating tumor cells in
lung cancer patients.

Microfluidic chip, size-based filtration

Guo et al. [46] 2013

Utilization of quantitative RT-PCR
and MACS to quantify CTCs for
tracking disease progression.

Quantitative RT-PCR, MACS

Katseli et al. [50] 2013

Employment of multiplex PCR to
detect circulating tumor cells using
specific primers for CK19, PTHrP,
and LUNX.

Multiplex PCR

Balasubramaniam & 2012

Govindaswamy [52]

Proposal of the SMF and MLRM
techniques for noise elimination
and contrast enhancement in mam-
mogram images.

Selective Median Filter, Local Range

Modification

Owzar et al. [65] 2008

Introduction of advanced prepro-
cessing methodologies for microar-
ray data derived from lung cancer
tumor samples, aimed at augment-
ing the reliability and accuracy of
gene expression analyses.

Microarray preprocessing, quality control

Sozzi et al. [54] 2003

Employment of real-time quanti-
tative PCR to measure circulating
plasma DNA in lung cancer pa-
tients.

Real-time quantitative PCR

Lacroix et al. [43] 2001

developed RT-PCR tests that use
neuroendocrine marker transcripts
to find rare tumor cells that have
shed their skin in blood and sputum
samples.

RT-PCR assay

Researchers have investigated additional feature selec-
tion methods such as Stochastic Diffusion Search (SDS),
Soft Set theory-based algorithms, and fusion of scale-
invariant feature transform (SIFT) features, enhancing lung
cancer detection and diagnosis systems. Tejaswini et al. [45]
discuss binary classification using SVM and CNN. Kishore
[59] focuses on image feature selection for better classifi-
cation accuracy and image retrieval. A study by Patel and
Nayak uses LESH and SA to find lung cancer [Patel2018],
and a study by Ge and Zhang looks at radiomic feature
selection and predictive modeling in the context of CT lung
cancer radiomics [61]. Sait performs a comprehensive study
on deep learning models aimed at the early detection of lung
cancer using PET/CT imaging techniques [49].

Kanwal et al. propose a Particle Swarm Optimization-
based Feature Selection (PSO-FS) mzethodology for the
analysis of lung and breast cancer datasets [62]. Shanthi and
Rajkumar utilize the Statistical Dependency Score (SDS)
for feature selection in lung cancer prediction [66]. Alrahhal
and Alghtani integrate Scale-Invariant Feature Transform
(SIFT) descriptors within a Deep Learning (DL) framework
to facilitate lung cancer identification [67]. Togacar applies
the Minimum Redundancy Maximum Relevance (mRMR)
technique in combination with Convolutional Neural Net-
works (CNNs) to detect lung cancer in chest CT imagery
[?]. Tiwari et al. implement the Time Weighted Euclidean
Distance Learning Neural Network (TWEDLNN) alongside
the MU-based Three-Fuzzy C-Means (3FCM) algorithm for
the detection of lung nodules [68].
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Jain et al. combine Kernel Principal Component Anal-
ysis (KPCA) with Convolutional Neural Network (CNN)
to extract features, and utilize Fast Deep Belief Neural
Network (FDBNN) for classification purposes [69]. Par-
mar et al. conducted a study where they compared the
effectiveness of Wilcoxon test-based feature selection and
Random Forest (RF) classification in predicting lung cancer
using quantitative radiomic biomarkers [70]. Tambat et
al. explore machine learning methodologies for extracting
and selecting features in breast cancer, which can also be
applied to the detection of lung cancer [71]. Han et al.
employ radiomics-based ML and DL algorithms on PET/CT
images to distinguish between different histologic subtypes
of non-small cell lung cancer (NSCLC) [72]. Sangeeta et
al. employ the FBSO feature selection method and DL
techniques to identify lung cancer through the use of MRI
scans [73]. Elemam et al. propose a two-stage hybrid
feature selection algorithm that integrates filter-based and
wrapper-based techniques to facilitate the identification of
cancer in extensive datasets [74]. Raweh et al. employ
DNA methylation data and employ techniques for feature
selection and extraction to make predictions about cancer
[75].

3. ADVANCEMENTS IN IMAGING TECHNOLOGIES FOR LUNG CAN-
CER DETECTION

The progress in imaging technologies has greatly trans-
formed the field of lung cancer detection, providing more
accurate and efficient diagnostic capabilities. These techno-
logical advancements include a wide range of approaches,
from traditional radiographic imaging to state-of-the-art
deep learning techniques. Support Vector Machine (SVM)
and Convolutional Neural Network (CNN) algorithms are
effective tools for accurately diagnosing the presence of
lung cancer through binary classification. These algorithms
use complex patterns within medical images to accomplish
this. The utilization of image feature selection techniques,
such as LESH and SA, has led to enhancements in classi-
fication accuracy and retrieval performance in lung cancer
detection systems. This, in turn, has improved the diagnostic
capabilities of these systems. The process of radiomic
feature selection in CT lung cancer radiomics allows for
the extraction of quantitative imaging characteristics, which
unveil concealed patterns that are essential for precise
diagnosis and prognosis.

Additionally, utilizing PET/CT images in Deep Learning
(DL) models shows significant promise in detecting early
indications of lung cancer, demonstrating deep neural net-
works’ ability to independently extract unique features from
multimodal imaging data. Progress in imaging technologies
significantly influences the fight against lung cancer, pro-
viding medical professionals with precise diagnostic tools
for early identification and improved patient outcomes.

4. ARrTtrFicIAL INTELLIGENCE IN LUNG CANCER DETECTION

Artificial Intelligence (AI) has made significant progress
in lung cancer detection, presenting new opportunities

for prompt diagnosis and therapy planning. Below is an
overview of current research findings:

Al particularly deep learning, shows promise in analyz-
ing pathology images for identifying tumor regions, predict-
ing prognosis, characterizing the tumor micro-environment,
and detecting metastases. Wang et al. discuss improvements
in digital pathology with potential impacts on patient care
[80]. AT’s use in lung cancer management spans screening,
diagnosis, and therapy, with notable potential in screening
and diagnosis, though challenges remain in model inter-
pretability and annotated dataset scarcity [81]. Al imaging
techniques are crucial for timely identification and cus-
tomized treatment planning, primarily used for automated
lesion detection, segmentation, and outcome prediction [82].
Deep learning and machine learning techniques enhance
automated nodule characterization and classification, im-
proving lung cancer screening accuracy and reducing false
positives in low-dose CT screenings [83]. Incorporating Al
in lung cancer detection and diagnosis holds significant
potential for improving patient outcomes through early
detection, accurate diagnosis, and tailored treatments.

A. Generative Al approaches in Lung Cancer Detection

Generative Adversarial Networks (GANSs) offer promis-
ing tools for enhancing lung cancer detection from CT
images, improving diagnostic accuracy. Recent research
provides notable insights into GAN applications:

1) Optimized Ensemble of Hybrid RNN-GAN Mod-
els: Tiwari et al. (2023) combine a Gaussian filter
with a hybrid Recurrent Neural Network-Generative
Adversarial Network (RNN-GAN) to detect lung
tumors from CT images. The RNN component iden-
tifies temporal relationships, while the GAN compo-
nent generates synthetic tumor samples to enhance
training accuracy. A Gaussian filter improves image
quality, aiding accurate tumor identification [84].

2) Enhanced Lung Cancer Classification and Pre-

diction: Gopinath et al. (2023) introduce a GAN-
R-CNN model that combines GAN with CNN tech-
niques for lung cancer classification. Images are pre-
processed, segmented, and features extracted before
training the model to classify lung nodules accurately
[85].
FBGAN-Based Synthesis of Medical Images: Zhao
et al. (2018) enhance pulmonary nodule classifica-
tion by generating synthetic medical images through
Forward and Backward GAN (F&BGAN). This ap-
proach augments the dataset’s diversity and scale,
thereby facilitating the multi-scale VGG16 network
in extracting more salient and discriminative features
for classification [86].

3) GAN Based Image Segmentation and Classifica-
tion Using VGG16: Swaminathan et al. (2023) use
a Wiener filter for preprocessing, then segmentation
with a GAN, and classification with the VGG16
CNN model to find lung cancer. Their results show
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Hybrid Feature Selection
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TWEDLNN Feature
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PSO-based Feature
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Soft Set Unsupervised
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Figure 4. Diagrammatic representation of diverse methodologies for selecting features within computational models, highlighting both traditional

and contemporary techniques tailored for enhanced data interpretation.

that this method is very good at predicting the future
[87].

These studies highlight GANs’ potential in improving
lung cancer detection and classification through synthetic
image generation and enhanced feature extraction, pointing
to a promising future for Al in diagnostics. Recent MRI
technology advancements suggest a promising role in lung
cancer screening as an alternative to low-dose computed
tomography (LDCT). MRI’s superior soft-tissue contrast en-
ables the detection of lung nodules with notable sensitivity
and specificity, detecting nodules as small as 3-4 mm and
achieving nearly 100% detection rates for lesions 8 mm
or larger. MRI’s multi-parametric imaging features enhance
early lung cancer detection, offering higher specificity and
fewer false positives than LDCT [88], [89].

MRI aids in early-stage lung cancer detection and
treatment by providing valuable functional information and
supporting MRI-guided radiotherapy, despite technical chal-
lenges [89]. Integrating deep learning techniques with MRI
data opens new avenues for lung nodule detection, achieving
85.2% sensitivity [23]. MRI shows promise for radiation
treatment planning in lung cancer due to its excellent soft-
tissue contrast and real-time motion imaging capabilities,
though it faces certain technical challenges [90].

Lung MRI has significant potential in lung cancer
screening, achieving high sensitivity with fewer false pos-
itives than LDCT. However, MRI-based screening imple-
mentation will depend on factors such as cost-effectiveness,
diagnostic accuracy thresholds, and improved patient out-
comes [88]. MRI’s detailed imaging capabilities with fewer
false positives than LDCT highlight its potential in lung
cancer screening and detection. Further research is needed
to validate MRD’s effectiveness in clinical practice and
explore its integration into screening programs, aiming for
enhanced patient outcomes and reduced disease burden.

B. Enhancing Lung Cancer Diagnosis and Treatment

Advancements in MRI sequences and technology enable
early lung cancer detection and provide crucial functional
data for assessing disease progression and treatment efficacy
[89]. MRI-guided radiotherapy offers promise with real-
time monitoring and adaptive treatment, despite physical
and technical challenges.

C. Integration with Deep Learning for Nodule Detection

Integrating deep learning with MRI data opens new
avenues for lung nodule detection. A deep learning-based
approach demonstrated 85.2% sensitivity in detecting lung
nodules in thoracic MR images, enhancing diagnostic ac-
curacy and reducing false positives [23].

D. MRI in Radiation Treatment Planning

The utilization of MRI’s superior soft-tissue contrast and
real-time motion imaging significantly augments the plan-
ning of lung cancer radiation therapy, thereby enhancing
precision and therapeutic outcomes [90].

5. YEAR-WISE ANALYsIS OF DETECTION METHODS FOR LUNG
Tumor DETECTION USING CT / PET CT Scans ano MRI
From 2016 to 2024, studies using CT, PET-CT, and

MRI with DL and AI algorithms to detect lung cancer

are summarized in Table IV and Figure 5. These studies

illustrate the rapid advancements in the field.

e 2024 highlights MRI’s integration in lung cancer de-
tection, enhancing diagnostic accuracy and treatment
planning:

o Park et al. created a deep learning-based system
for detecting brain metastases in lung cancer
patients, improving diagnostic workflow in a
multi-center setting [91].

o Singhania et al. studied ferritin overexpression
in non-small-cell lung cancer using quantitative
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2016 2018 2019

2020

2021 2023 2024

Emerging MRI for radiation
treatment & Deep learning
comparisons

Synthetic image generation Deep learning in thoracic
& Deep residual learning MR images

Al solutions &Al-based
vessel suppression & MRI
utility review

Comparative DL study, Al in
PET-CT & CNN with SIFT

Multiple deep learning and
Alstudies including GANS,
RNN-GAN, and systematic

Deep learning for
metastasis detection &
Quantitative MRI evaluation

Figure 5. Advancements in Lung Cancer Detection Using Al and Deep Learning (2016-2024)

MRI, exploring metabolic changes and progno-
sis prediction [92].

2023 introduced novel methodologies in CT and
PET-CT imaging, including GAN technologies and
Al algorithms for improved detection accuracy [84],
[87], [85], [93], [94], [49].

2021 and earlier years explored AI’s role in enhancing
diagnostic accuracies through CT and PET-CT scans,
with contributions from Alrahhal & Alghtani, Bor-
relli et al., and Negi [67], [95], [96].

2020 onwards saw a surge in research focusing on
MRTI’s role in lung cancer screening and treatment.
Studies by Sim et al., Li et al., and Cobben et al.
emphasized MRUDI’s utility in early-stage lung cancer
diagnosis, treatment, and radiation planning, high-
lighting advantages over traditional CT scans [89],
[23], [90].

2018 and 2016 demonstrated the initial investigation
of deep learning algorithms in lung cancer diagnosis
using CT and PET-CT imaging. MRI’s superior di-
agnostic information, particularly soft-tissue contrast
and functional data, has become integral in the med-
ical field.

Overall, these studies showcase rapid advancements in Al
and DL technologies for lung cancer detection, contributing
unique methodologies and insights aimed at improving
diagnostic accuracy and revolutionizing cancer diagnostics.

6. CHALLENGES AND FUTURE DIRECTIONS

Significant progress has been made in lung cancer detec-
tion, but challenges remain in improving diagnosis accuracy,
reducing false positives, and enhancing patient outcomes.
This section addresses these challenges and suggests future
research directions.

Imaging Technologies Imaging technologies like LDCT
improve early detection of LC, but struggle to distinguish
between benign and malignant nodules, resulting in high
false positive rates. Advanced imaging techniques and Al

integration could enhance specificity and sensitivity.

Future Directions: Future research should enhance im-
age resolution, contrast, and develop algorithms to classify
lung nodules accurately. Combining imaging modalities
could offer a comprehensive lung nodule assessment.

7. CONCLUSION

This paper analyzes recent lung cancer detection ad-
vancements, focusing on imaging technologies, molecular
diagnostics, and Al. These techniques are crucial for the
early detection of lung cancer and precise diagnosis, im-
proving survival rates and overall quality of life.

Imaging technologies, especially LDCT, are vital for
lung cancer screening. Molecular diagnostics provide cru-
cial tumor genetic and molecular information, essential for
personalized treatment strategies. Al and machine learning
enhance diagnostic precision and reduce false positives,
presenting further research and practical application oppor-
tunities.

However, obstacles remain, such as improving imaging
precision and accuracy, identifying new molecular diagnos-
tic indicators, and gathering extensive datasets for AI model
training. Researchers, clinicians and technology experts
must collaborate to develop effective, noninvasive, patient-
focused detection methods.

Future research should overcome these obstacles and
integrate advanced detection methods into clinical practice,
including verifying new technologies through clinical trials,
adhering to regulatory standards, and educating healthcare
professionals. Ethical considerations such as patient con-
sent and data privacy are essential when developing and
implementing new diagnostic tools.

In summary, despite significant progress in lung cancer
detection, ongoing research and collaboration are vital to
further advancement. By developing advanced technologies
and addressing integration challenges, the outlook for lung
cancer patients worldwide can improve significantly.
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TABLE IV. Comparison of Detection Methods for Lung Tumor
Detection using CT, PET CT scans, and MRI.

Study Reference

Year Approach

Key Findings

Contribution

Park et al., [91]

Singhania et al., [92]

Sait, [49]

Pacurari et al., [94]

Nandipati &
Devarakonda, [93]
Gopinath et al., [85]

Swaminathan et al.,

[87]

Tiwari et al., [84]

Negi, [96]

Borrelli et al., [95]
Alrahhal & Alghtani,
[67]

Pereira et al., [97]
Singh et al., [98]

Sim et al., [89]

Li et al., [23]

Zhao et al., [86]

Bhatia, Sinha, & Goel,
[99]
Cobben et al., [90]

Sun, Zheng, & Qian,
[100]

2024 Deep  learning-based
system for metastasis
detection with MRI

2024 Quantitative MRI
assessment of ferritin
overexpression in
NSCLC

2023 PET/CT images with
DenseNet-121 and Mo-
bileNet V3-Small

2023 Systematic review of
ML AI algorithms

2023 Optimal attention-based
GAN for image fusion

2023 GAN-mask region-
based CNN

2023 GAN for segmentation
and VGG16 for classi-
fication

2023 Hybrid RNN-GAN
with Gaussian filter

2021 Comparative study of
DL models

2021 Al-based method for
PET-CT
2021 CNNs with SIFT

2020 Al solutions for charac-
terization

2020 Al-based vessel
pression

2020 Review on MRI in early
stage lung cancer diag-
nosis and treatment

2019 Deep learning in 3D
thoracic MR images for
lung nodule detection

2018 F&BGAN for data aug-
mentation

sup-

2018 Deep residual learning
with UNet and ResNet

2016 MRI for radiation treat-
ment planning

2016 CNN, DBNs, SDAE

Sensitivity: 90.2%, Reduced
reading time

Prospects for monitoring
metabolic perturbations

Accuracy: 98.6%

Sensitivity from 0.81 to 0.99
and specificity from 0.46 to
1.00

Accuracy: 93.74%

Accuracy: 97%

Achieved superior accuracy
with a forecast precision of
98.6%

Sensitivity: 90% (Lesion De-
tection)

Improved accuracy, sensitiv-
ity, and error rate

Improved detection and clas-
sification of nodules

MRI provides functional data
aiding in diagnosis and treat-
ment

Sensitivity: 85.2%, FP reduc-
tion

Accuracy: 95.24%, sensitiv-
ity: 98.67%, and specificity:
92.47%

Accuracy: 84% (LIDC-IRDI)

Excellent soft-tissue contrast,
real-time motion imaging

Accuracies of 0.7976, 0.8119,
and 0.7929

Enhanced diagnostic work-
flow in a multicenter setting
for the screening of brain
metastases

Formulation of a non-invasive
predictive model for clinical
outcomes

Utilized deep learning for
lung cancer detection

Comprehensive review of Al
in lung cancer detection

Fusion of CT and PET images
for improved accuracy
Introduced GAN-R-CNN for
lung nodule classification
Effective = combination of
GAN with CNN

Validated the efficacy of in-
tegrating RNN and GAN
methodologies for tumor de-
tection

Analyzed potential and chal-
lenges of DL in lung cancer
detection

Al in PET-CT analysis for
diagnostics

Detection system employing
CNNs enhanced by SIFT
Integrated information for im-
proved diagnostics

Enhanced CT scan analysis
for cancer screening
Highlighted MRTI’s utility in
lung cancer management

Proposed a deep learning
method for MRI-based detec-
tion

Showed potential of synthetic
image generation

Pipeline for lung cancer de-
tection using deep learning
Described opportunities and
challenges of MRI in treat-
ment planning

Comparison of deep learning
algorithms
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