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Abstract: This paper addresses the critical challenge of lemon quality detection by introducing a novel deep learning system that analyzes
lemon peel characteristics for precise quality assessment. With the rising global demand for high-quality produce, the agricultural industry
requires more reliable and efficient methods for evaluating fruit quality. This study presents a convolutional neural network (CNN) trained
on a comprehensive dataset of lemon images sourced from the Kaggle platform, enabling the classification of lemons into high or low
quality based on specific peel attributes. Visualization tools have been integrated to enhance the interpretability and practical application of
the system, allowing users to understand better the model’s output and the factors influencing quality classification. Utilizing the waterfall
model within the software development life cycle (SDLC), the research encompasses essential phases such as data preprocessing, model
development, graphical user interface (GUI) implementation, system functionality testing, and a thorough evaluation of the system’s
performance. The results indicate that the proposed system significantly enhances the accuracy and reliability of lemon quality detection,
addressing the limitations of existing methods, which often lack precision and consistency. This innovation represents a significant
advancement in agricultural technology, with potential applications extending beyond lemons to other crops requiring stringent quality
control. This research provides valuable insights by integrating deep learning methodologies and visualization tools into the farming
sector. It lays the groundwork for future developments to refine and expand these techniques. The paper concludes by discussing the
system’s advantages and limitations, offering a roadmap for future research that could lead to even more sophisticated approaches to
agricultural quality assessment.

Keywords: Convolutional Neural Network, Deep Learning, Classification, Lemon Detection.

1. INTRODUCTION

Lemons, renowned for their economic, nutritional, and
health benefits, stand among the primary citrus varieties
alongside oranges and mandarins [1]. The variation in
lemon characteristics, including shape, size, color, texture,
and juice content, plays a crucial role in consumer prefer-
ences [2]. The lemon peel’s color is essential, significantly
influencing purchasing decisions. However, despite their

However, several problems have been found, such as
inefficient tools for citrus orchards and the inhibition of
HLB citrus areas [5]. Another issue is using traditional
methods like manual grading or sensory evaluation. This
conventional method is seen as problematic due to its
limitations and weaknesses. One notable concern is that
some human eyes may lack the sensitivity for accurate
assessments. Therefore, some researchers [6] utilised ma-

widespread consumption, the full potential of lemons, par-
ticularly their nutrient-rich peels, remains underappreciated

[3].

In recent years, with the development of agricultural
planting technology, the control technology of lemon scabs,
skirt rot, and pest damage often encountered by lemons has
significantly improved [4]. In this study, we propose using
deep learning techniques to classify lemons based on their
peel quality and develop a robust and accurate model to
automate the lemon detection process.

chine vision and image processing technologies because
the human eye lacks sensitivity. Hence, there is a need to
develop an efficient system for lemon quality detection to
benefit farmers, wholesalers, retailers, and consumers by
ensuring the quality of lemons and reducing the economic
losses due to low-quality products.

In response to the growing demand for reliable and effi-
cient quality assessment methods, this study by [7]proposes
developing a deep learning-based system for lemon quality
detection. Deep learning, a branch of artificial intelligence,
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has garnered attention for its ability to extract meaningful
patterns and features from complex datasets. Its flexibility
and scalability make it well-suited for tasks like fruit quality
assessment, where intricate visual features play a crucial
role.

Motivated by the need for more accurate and efficient
quality assessment methods, we focus on developing a deep
learning-based system for lemon quality detection, specifi-
cally emphasising peel analysis. Leveraging a convolutional
neural network (CNN) trained on a comprehensive dataset
of lemon images, the system aims to accurately classify
lemons into good and bad-quality categories. By tackling
the vital problem of accurately detecting lemon quality, this
paper helps to improve farming methods by incorporating
deep learning techniques. The paper emphasises the signif-
icance of evaluating lemon quality and the transformative
power of deep learning techniques in farming.

The remaining sections of the paper will delve into the
background of lemon quality detection, the proposed deep
learning-based method, the experimental setup and results,
and finally, the conclusion summarising the findings and
discussing future directions.

2. BACKGROUND

This section aims to provide essential background infor-
mation about the study subjects: lemon quality detection,
deep learning approaches, and other similar works.

A. Lemon Quality Detection

Deep learning techniques have emerged as powerful
tools for analyzing lemon peel characteristics, significantly
enhancing quality detection in the citrus industry. These
methods leverage advanced algorithms to automatically
extract features from images of lemon peels, which is
crucial for identifying quality attributes such as color,
texture, and surface defects. For instance, convolutional
neural networks (CNNs) have been successfully employed
to classify citrus diseases and defects, demonstrating their
ability to learn from raw image data without the need
for extensive manual feature extraction [8], [9], [10]. This
capability is particularly beneficial in lemon peel analysis,
where subtle variations can indicate quality issues.

Applying deep learning in this domain improves the
accuracy of quality detection and facilitates the early identi-
fication of potential problems, such as diseases or spoilage.
Research has shown that deep learning models can achieve
high classification accuracy, even with limited datasets, by
employing data augmentation and transfer learning [11],
[12]. This is particularly relevant for lemon peel analysis,
where various factors, including environmental conditions
and handling practices, can compromise the quality of
the fruit. Producers can implement more effective quality
control measures by utilising deep learning, ensuring that
only high-quality lemons reach consumers.

In addition, the recognition of fruit and crop epi-

dermis typically involves three primary research stages:
conventional digital image processing, CNN, and feature
processing within neural networks [13]. Machine vision
technology, renowned for its rapid detection speed and
non-destructive nature, is widely utilised for fruit surface
detection, minimising product damage. Moreover, as re-
ported by [14], transfer learning has demonstrated suc-
cess in various domains, including agriculture, where it
is employed for tasks such as image classification based
on visual characteristics. Despite challenges like limited
training time, model accuracy, and a lack of research on
lemon defect identification, integrating deep learning and
transfer learning offers a promising approach to addressing
this issue, bringing forth new perspectives and potential
solutions.

B. Deep Learning Approach

This section presents an analysis focusing on the differ-
ent deep-learning approaches used to detect lemon quality
based on lemon peel. The comparison is conducted among
CNN, VGG-16, and YOLOV3 techniques. Table I presents
a comprehensive overview of the advantages and disadvan-
tages associated with each method.

Based on the detailed comparison presented in Table I,
it becomes evident that the most appropriate and effective
deep learning approach for the lemon quality detection
system is the CNN. When trained on large datasets, CNN
has demonstrated exceptional performance, resulting in an
outstanding testing accuracy rate of 99.84%.

Convolutional Neural Networks (CNNs) have emerged
as a powerful tool for detecting and classifying the quality
of lemons through image analysis, mainly focusing on
the characteristics of lemon peels. The effectiveness of
CNNs in this domain can be attributed to their ability to
automatically extract features from images, eliminating the
need for manual feature engineering, a significant advantage
in image classification tasks [17].

The application of CNNs extends beyond mere clas-
sification; they are also effective in detecting defects and
assessing the overall quality of citrus fruits. For example, a
study focused on detecting various peel conditions in citrus
fruits using hyperspectral imaging and CNNs underscores
the potential of these networks to improve the marketability
of fruits by identifying defects early in the supply chain
[18]. Additionally, CNNs have been successfully employed
in classifying lemons based on visual features extracted
through transfer learning, further validating their robustness
in recognising quality parameters [19].

In summary, recent research supports CNN'’s effective-
ness in detecting and classifying lemon quality. It demon-
strates their ability to analyse image data efficiently and
accurately. CNNs’ application in various studies illustrates
the potential for CNNs to revolutionise quality assessment
in the agricultural sector, particularly for citrus fruits.
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TABLE I. Compares each deep learning approach (CNN, VGG-16, and YOLOV3)

Best

Deep Learning Advantages Disadvantages Accuracy Citation
. . . In each split, the same number of samples from each
pen s n frning utomaton CNN an stbance 17l thl CNN nts 0 comert il b & sk of
designed allemateq Conv2D (with relu activation) and
CNN " : MaxPooling2D layers. 99.84% [15]
CNN is also known to perform predictions relatively faster than CNN has a bigger image and a more complex problem
other algorithm to be solved.
CNN uses relatively little processing compared to other image
classification algorithms.
Compargd to CNN, VGG-16 has three steps to build almodel to In the classification of lemon defect, it is hard for
get specific accuracy, and VGG-16 gets high accuracy in lemon . .
Geometry Group 16-based B . . S e VGG-16 to extract defective features that are very
recognition by using brightness compensation and classification \ 95.44% [4]
(VGG16-based) models complex.
VGG-16 uses cross-validation to represent model performance VGG-16 needs more complex and robust models, but
more accurately. powerful models usually take time to train.
YOLOV3 leads to the loss of some vital feature
YOLOV3 can enhance the propagation of features and needs information, affecting the accuracy and speed of the
YOLOV3 fewer parameters, which helps to achieve higher accuracy and speed. detection when using DarkNet53 as the backbone 90.60% [16]

The YOLOV3 method has superior detection performance and
can more efficiently recognize and locate lemons in a natural

environment.

network.

YOLOV3 achieves lower accuracy compared to CNN
andVGG-16.

C. Vlsualization Approach

The visualization approach is crucial in interpreting
research outputs across various fields, enhancing compre-
hension, communication, and complex data analysis. By
transforming raw data into visual formats, researchers can
uncover patterns, trends, and insights that may not be read-
ily apparent in textual or numerical forms. This capability is
vital in data-intensive disciplines such as genomics, where
visualization aids in hypothesis generation and interpreta-
tion of findings [20]. For instance, it emphasizes that visual
tools serve as a bridge between algorithmic methods and
the cognitive abilities of researchers, thereby facilitating a
deeper understanding of genomic data.

Moreover, the effectiveness of visualization in research
output interpretation is supported by the assertion that visual
representations significantly enhance cognitive processing.
Various visualization techniques can reveal hidden struc-
tures within scholarly data, allowing researchers better to
understand the relationships and networks in their data sets
[21]. This aligns with the findings of those who argue
that visualizations provide overviews of general patterns
and trends, thereby enabling the discovery of underlying
structures within complex data [22]. The cognitive inter-
pretability of visualizations is further highlighted by those
who discuss how the design and presentation of visual
data can influence interpretation outcomes, underscoring the
importance of thoughtful visualization strategies [23].

3. PROPOSED MODEL ARCHITECTURE

This study proposes three layers that work together in
the system. It describes how these parts communicate with
the other parts. The system architecture is graphically shown
in Figure 1.

The architecture described involves several components
and processes (as seen in Figure 1). First and foremost, the
front end serves as a web-based interface through which

the user interacts with the system. It is responsible for pre-
senting the application’s interface to the user and handling
their interactions. For instance, popular frameworks such
as React and Vue.js are employed to build dynamic user
interfaces that can efficiently handle user interactions and
update the display without requiring a full page reload [24].
These frameworks support component-based development,
which allows developers to create reusable Ul components,
thus improving the maintainability and scalability of the
application [25].

In this study, the front end is typically built using three
leading technologies: HTML, CSS, and JavaScript. The
backend is usually developed using various programming
languages like Java, Python, or JavaScript. The web server
is a software component that runs on the backend. It
receives requests from users’ browsers, processes them, and
sends back the appropriate responses. The server communi-
cates with the front end using Hypertext Transfer Protocol
(HTTP) requests and responses.

Moreover, these web-based applications, like CNN, in-
volve deep learning to train and test the data. This model
processes data and makes predictions based on learning
from a training dataset. Once the data is trained, the system
moves on to classification. Here, models are used to classify
or categorise new or unseen data based on the patterns and
relationships they have learned during the training phase.
Finally, the system produces the result, a description or any
other output.

4. MODEL DEVELOPMENT

The model development architecture had several layers:
convolution, max pooling, flattening, and dense layers. Each
layer served a distinct purpose in the learning process. Fig-
ures 2 and 3 show the code architecture of a convolutional
neural network (CNN) model.
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Figure 1. Proposed Architecture.

Figure 2. The model layer code.

Based on Figures 2 and 3 provide the code of the model,
and the model architecture is structured as a sequence of
layers. It begins with a preprocessing step utilising the “re
size_and_rescale” layer, which includes data augmentation
and resizing operations. The subsequent structure involves
a series of convolutional layers, Conv2D with rectified
linear unit or ReLU activation, and max-pooling layers,
MaxPooling2D. This configuration is repeated to extract
hierarchical features from the input images progressively. In
subsequent stages, the convolutional layers’ filters increase
from 32 to 64.

Following the convolutional layers, a flattening layer
or flatten is employed to reshape the output into a one-
dimensional array. Then, followed by two dense or fully
connected layers with ReLU activation, contributing to the

feature learning process. The final dense layer consists of
“num_ classes”, employing a softmax activation function
for multiclass classification. This last layer enables the
model to make predictions and classify input images into
predefined categories. Overall, this architecture is designed
for image classification tasks with three classes, and the
sequential arrangement facilitates a systematic flow of op-
erations during both feature extraction and classification
stages.

5. EXPERIMENTS

In this section, model experiments were carried out to
check the differences between the epochs with the highest
accuracy [26]. Below are the experiments that focused on
the details between 10, 30, and 50 epochs.

A. Experiment one with 10 epochs.

Model experiment one was running with 10 epochs, and
the result showed different values of training and testing.
Below is the figure of the training result.

scores, accuracy = model.evaluate(train_ds)
print(
print( A

, scores)
', accuracy)

63/63 [
Loss: ©.888843712879525
0.96924608298535208

] - 27s 425ms/step - lo

Accuracy:

Figure 5. Result of training set.

Figure 4 shows the training and validation accuracy and
profound learning loss over time. The training accuracy for
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Figure 3. System model layer image.
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Figure 4. Graph of the training set with 10 epochs.

experiment one starts at below 0.70 and increases to about
0.95. In contrast, the validation accuracy begins at around
0.85 and rises to about 1.0. However, the training loss shows
that the training and validation loss of the model over 10
epochs. The training loss starts at around 0.6 and decreases
almost at 0.1.

In contrast, the validation loss starts between 0.4 and
0.3 and decreases about 0.0. The result of the training is
shown in Figure 5. Figure 5 shows the training accuracy
and loss results. As shown, the result of training loss was
0.088 while the accuracy was 0.968, or it was written as

96.8%.

B. Experiment one with 30 epochs.

The second experiment ran with 30 epochs, and the
result showed different values of training and testing. Below
is the figure of the training result.
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Figure 6. Graph of the training set with 30 epochs.

scores, accuracy =
print(’Loss: ",
print(’A

model .evaluate(train_ds)
scores)
', accuracy)

8s

63/63 [=

= - 26s 405ms/step - lo:
©.0928379451483488083
8.988095223903656

Loss:
Accuracy:

Figure 7. Result of training set.

Figure 6 shows the training and validation accuracy and
profound learning loss over time. Likewise, in the previous
experiment, the training accuracy starts at around 0.7. It
increases to about 1.0, while the validation accuracy starts
at around 0.8 and increases to about 0.95. However, for the
training loss, it shows that the training and validation loss
of the model is over 30 epochs. The training loss starts at
around 0.6 and decreases almost at 0.0.

In contrast, the validation loss starts at around 0.4 and
decreases to about 0.0. The result of the training is shown in
the figure 7. Figure 7 shows the result of training accuracy
and loss. As shown, the result of training loss was 0.028
while the accuracy was 0.988, or it was written at 98.8%.

C. Experiment one with 50 epochs.

Next, model experiment one was running with 50
epochs, and the result showed different values of training
and testing. Below is the figure of the training result.

scores, accuracy = model.evaluate(train_ds)

print(’Lc scores)

print( " Ac , accuracy)

- 31s 485ms/step - lo
Loss:
Accuracy:

©.019378751516342163
©8.9938555820465088

Figure 9. Result of training set.

Figure 8 shows the training and validation accuracy and
profound learning loss over time. The training accuracy for
experiment three starts at around 0.65 and increases to about
1.0. At the same time, the validation accuracy begins at
around 0.83 and increases to about 1.0, too. However, for
the training loss, it shows that the training and validation
loss of the model is over 50 epochs. The training loss starts
at around 0.6 and decreases almost at 0.0.

In contrast, the validation loss starts between 0.4 and
0.3 and decreases about 0.0. The result of the training is
shown in the figure 9. Figure 9 shows the result of training
accuracy and loss. As shown, the result of training loss was
0.019 while the accuracy was 0.993, or it was written as
99.3%.

6. VISUALIZATION OF RESULTS

In this section, we have developed a lemon quality
detection system and completed the overall interface design,
emphasising the clarity and interpretability of the results,
especially for end users. The system features a web-based
interface with four key pages—Landing, Home, Detection,
and Guidelines—designed for easy use and quick accessi-
bility.
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Figure 8. Graph of the training set with 50 epochs.

A. Landing Page

The landing page serves as the initial gateway to the
web-based lemon quality detection system, designed to
guide users seamlessly into the application. To begin using
the system, users must strategically click the prominently
displayed start button for easy access. As shown in Fig-
ure 10, the landing page features a minimalistic and clean
design, focusing on user-friendliness and clarity.

Welcome tollemon
RQualityDetection

System

Figure 10. Landing page.

The page includes the system’s title, which establishes
the purpose of the application, and a well-defined start
button. This button is crucial, as it directs users to the
home page and signals the transition from introductory
information to active system use. Users are immediately
taken to the home page by clicking the start button to engage
with the system’s functionalities fully.

B. Home Page
The home page comprises several sections, including a
header and a segment providing a comprehensive overview

of lemon quality. Designed with simplicity, the page uses a
clean white background with black text to ensure readability
and ease of use. It also includes a ‘GUIDELINES’ button
for users needing assistance navigating the system. The
figure below illustrates the layout of the home page.

The sty bocuses an devriesing 8 ayalem tha Wre dee
Bedring techeigets t Clsesty lmon frum S8 o tas,
e

Figure 11. Home page.

As shown in Figure 11, the home page serves as an
introduction to the lemon quality detection system, known
as LQDS-CO. It briefly overviews the system’s purpose, un-
derlying technology, and potential benefits. The design aims
to make users feel comfortable and informed immediately,
providing essential information to help them understand
how the system works.

The ‘GUIDELINES’ button is prominently placed to
offer users access to step-by-step instructions on using the
system, ensuring they can easily understand the process and
maximise their interaction with the application.

C. Guideline Page
This section introduces the guidelines page, which en-
sures that users are fully prepared to use the lemon quality
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detection system before making any predictions. Designed
with a user-centric approach, the guidelines page provides
clear, step-by-step instructions that outline the entire de-
tection process, from uploading an image for analysis to
interpreting the results.

F

LCick P raee " utton, - “aﬂ &
2 E1u0ubs o T P i I 10 oL T
i

4

4.k Cxpan cncl e imaage wl dapiay of She righ of e page.
5 PoOGee) e priction Dy Clcking e Fredt” bumon”

Figure 12. Guidelines page.

As illustrated in Figure 12, the page is structured with
simplicity and clarity, minimising ambiguity and helping
users navigate the system efficiently and confidently. By
offering a comprehensive overview of the necessary steps,
the guidelines page is a vital reference to reduce user errors
and enhance the overall experience. After reviewing the
instructions, users can seamlessly return to the home page
by clicking the back button, ensuring a smooth transition
between the instructional content and the system’s main
functionality.

D. Detection Page

This section presents the main page of the lemon quality
detection system, which serves as the core of the application
by managing both the prediction of image quality and
data visualisation. As depicted in Figures 13 and 14, the
detection page shows the interface before and after an image
is uploaded. The page is designed to guide users smoothly
through the prediction process, ensuring that all necessary
actions are easily accessible.

Plesse upiond o rege 1 pardorem @ predetion.

BA

Figure 13. Before prediction.

Tha preditioe st i Bt _epansity

rocect

Figure 14. After prediction.

The primary focus of the detection page is the prediction
results section. This section includes a prompt— Please
upload an image to perform a prediction’—and provides
two interactive buttons: ‘PREDICT’ and ‘Choose File.
These elements create a clear call to action, encouraging
users to upload an image to see if the LQDS-CO system can
successfully predict its quality. The straightforward design
facilitates user interaction and highlights the system’s core
functionality.

T 1 5
L T

Figure 15. Result.

Furthermore, Figure 15 displays a bar chart graph vi-
sually representing the system’s predictions. This graph
updates dynamically with each new image prediction, pro-
viding a real-time overview of the number of predictions
made. This data visualisation feature is essential, as it not
only tracks the usage of the system but also helps users
better understand the analysis outcomes by presenting them
in a clear, graphical format.

7. DISCUSSION

The experiments conducted, as outlined in Sections 5-A
to 5-C, demonstrate a clear and consistent trend of improve-
ment in training loss and accuracy across increasing epochs.
This trend highlights the model’s capacity to progressively
learn and adapt as it is exposed to more training data.
Notably, as the number of epochs increases, there is a
marked reduction in training loss, suggesting that the model
becomes more proficient at fitting the training data. This
is particularly evident in Experiment 3, where the model
was trained for 50 epochs. Here, we observed the most
substantial reduction in training loss, reaching a minimal
value of 0.019, coupled with the highest accuracy of 99.3%.
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This outcome indicates that the model’s performance in Ex-
periment 3 is optimal for minimising loss and maximising
accuracy.

However, while these results are promising, it is crucial
to acknowledge that the high accuracy and low training loss
observed in Experiment 3 may primarily reflect the model’s
performance on the training data. Without further validation,
there is a risk of overfitting, where the model performs
exceptionally well on the training set but fails to generalise
to unseen data. Therefore, additional experiments, including
cross-validation and testing on an independent dataset, are
necessary to confirm that the model’s performance is not
merely a reflection of its ability to memorise the training
data but can also generalise to new, unseen instances.

Including visualization in this paper enhances the find-
ings’ interpretability and practical application. By provid-
ing explicit, graphical representations of training loss and
accuracy trends across different epochs, the visualizations
make complex data more accessible and comprehensible to
readers. This not only aids in understanding the model’s
performance but also allows users to see how the method
operates in a practical context, bridging the gap between
theoretical results and real-world application.

However, while these visualizations are valuable, they
also have limitations. They may simplify complex pro-
cesses, potentially leading to misinterpretations if users
rely solely on them without understanding the underlying
data. Additionally, the choice of data and parameters for
visualization might exclude essential nuances, which could
affect the model’s performance in different scenarios. There-
fore, while visualizations are a powerful tool for enhancing
usability, they should be complemented by thoroughly ex-
amining the data and methods to ensure a comprehensive
understanding.

Overall, based on the discussion, the critical contribu-
tions underscore optimizing model performance, ensuring
practical applicability, and maintaining rigorous standards
for interpretability and validation, as follows:

1) Demonstration of Model Improvement: The paper
shows a clear trend of improvement in training loss
and accuracy as the number of epochs increases,
highlighting the model’s capacity to learn and adapt
over time. Experiment 3, with 50 epochs, achieved
the best performance, indicating optimal training for
minimizing loss and maximizing accuracy.

2) Identification of Overfitting Risk: The discussion ac-
knowledges the potential risk of overfitting despite the
high accuracy and low training loss, emphasizing the
need for further validation, including cross-validation
and testing on independent datasets, to ensure the
model’s generalizability.

3) Enhancement of Interpretability through Visualization:

Including visualization features makes complex data
more accessible, helping readers and users understand
the model’s performance trends and practical applica-
tion of the method.

4) Critical Evaluation of Visualization: The discussion
critically assesses the limitations of visualizations,
cautioning against over-reliance on them without un-
derstanding the underlying data and processes. It high-
lights the importance of complementing visual tools
with thoroughly examining data and methods to avoid
potential misinterpretations.

8. CONCLUSIONS

In conclusion, we proposed comprehensive system de-
velopment, which starts with meticulous data preprocessing,
including splitting, resizing, and rescaling, to prepare the
dataset for model training. By employing data augmentation
techniques, we enhance dataset diversity, which is crucial
for robust model performance. Our model development fo-
cuses on Convolutional Neural Network (CNN) layers. This
is followed by designing and implementing a user-friendly
graphical interface, covering various components such as
the landing, home, guidelines, and detection pages. Detailed
code snippets and Flask integration ensure seamless interac-
tion between the front and back end, with functional testing
confirming the system’s reliability.

In the future, we plan to apply our approach to a
complex real-world case study to validate our system fur-
ther. This future work will provide valuable insights and
advancements for researchers and practitioners, contributing
significantly to developing and applying machine learning
and web-based interfaces.
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