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Abstract: Public cloud computing has emerged as a popular computing platform. To benefit from its pay-as-you go billing model, it
is important to allocate enough public cloud resources to execute complex scientific workflows promptly in an environment consisting
of various virtual machines. By provisioning more resources than required, applications will finish in a short amount of time, resource
provisioning costs may significantly increase. In practice, cloud users employ cost-benefit analysis to determine the optimal resource
provisioning strategy or general guidelines, or they use optimization-based methods to predict application execution time and proactively
allocate public cloud resources to run complex workflows. The effectiveness of these methods can be greatly influenced by the burden
associated with accessing cloud resources due to high costs, which can impact the accuracy of prediction models, application complexity,
as well as the available budget. Therefore, previous studies have indicated the performance of these strategies.
This research contributes by presenting a simulation tool that employs empirical rules for self-allocating public cloud resources to
execute complex workflows. The suggested simulation platform (WorkFlowSim) includes specific features that assist in estimating
the time needed for workflow execution. We have approved three workflows, each with different structures and sizes. One of
these types contains real data from previous operations on the Microsoft Azure cloud, which helps ensure results and gain
more credibility. The main goal of the study is to normalize a platform to accurately and efficiently determine cloud resource
usage predictions. Therefore, as an achievement verified by experiments the minimum squared error (MSE) of the estimated runtime
has calculated to be 454.1161, the minimal predict value when the resource count is 12, and is 100% consistent with the actual execution.

Keywords: Cloud Computing, Public Cloud Computing, Workflow, WorkflowSim, Azure Cloud, Resource Utilization Prediction,
Resource Provisioning

1. INTRODUCTION
The ecosystem of big data is rapidly growing due to

its efficiency in managing, processing, and analyzing large
data sets. The interconnected processes needed to manage
a task or multiple tasks are generally known as workflows,
which play a vital role in streamlining operations within
organizations by automating and monitoring processes, en-
suring that tasks are completed efficiently and on time
[1], [2]. Scheduling workflows in a dynamic computing
environment is a difficult task that requires the optimization
of numerous variables in order to achieve a good results.
One critical factor is the efficient utilization of available
resources to guarantee that workflows are executed within
the specified time frame, as well as to reduce costs and
prevent congestion.

Moreover, workflows have the ability to significantly
improve system performance when they are deployed in
the cloud. Workflow applications may effectively decrease
execution time, improve resource allocation, and enable ef-

ficient interaction amongst distributed processes by utilizing
the scalability and flexibility available via cloud platforms
[3].

Additionally, an important factor that impacts the overall
performance of the cloud computing is the use of resources
in complex workflow. By guaranteeing that computing
tasks are completed in parallel, efficient resource allocation
minimizes time and maximizes the utilization of available
resources. Consequently, this results in enhanced system
performance, reduced costs, and raised output, therefore,
guaranteeing the provision of high-quality services (QoS)
[4].

As a scope of big data continues to emerge, we cannot
overlook the importance of optimizing big data workflows.
Also the ongoing growth of data and the increasing com-
plexity of data driven applications, the resources manage-
ment of the workflow is becoming increasingly difficult for
gaining meaningful insights and ensuring the success of
data-driven applications. Therefore, these reasons lead to an
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expansion in research for big data tools that can handle large
datasets with speed and efficiency. Workflows play a vital
role in managing and processing this data [5]. The main
impetus of this paper is to propose an alternative approach
to evaluate and predict the necessary resources to complete
the work of such applications on cloud computing.

Yet, emerging budget-constrained application service
level agreements (SLAs) often contract for providing cloud
resource utilization performance in terms of multi-criteria
mapping that is dynamically determined by different cloud
resource costs [6]. As a result, the primary challenge is that
work demands often change over time, making it difficult
to predict and optimize during operational periods in the
real cloud [7]. Therefore, service providers are encouraged
to reuse published modeling studies of resource utilization
costs to ensure satisfactory savings in time and expenses
within agreed response times. However, employing accurate
measurements for modeling public cloud resources presents
several issues: (1) results depend on how they are calibrated;
(2) without a comprehensive list of criteria, research studies
are often repeated due to the vast diversity, making cost
comparisons nearly impossible; and (3) inconsistent mea-
surements put service providers at risk of losing contracts.

As noted in the era of big data, workflow management
systems are utilized to configure application workflows for
complex data processing operations across various fields, in-
cluding scientific research, industry, and sensor technology.
Key features of these workflow management systems in-
clude transparent execution, rapid development, and process
simulation. Generally, a simulation-based approach provides
a cost-effective and low-risk prediction of the proposed
workflow model before committing actual investment in
resources [8].

This work leverages workflow modeling to execute inde-
pendent big data processing tasks on large-scale resource in-
frastructures with simulations. The proposed system allows
for experimentation in resource allocation for scaling up
or down, rapid data replication for task sub-entries without
incurring financial costs, and the option to use either private
or public cloud environments as primary tools for fair and
economical resource allocation and specification.

The primary contributions of this work are: This is a
novel approach that is different from previous approaches
because it is free and can be repeated infinitely at no charge.
This approach also mitigates the consequences of over-
provisioning, i.e., eliminating increased costs and the waste
of resources. It also helps mitigate the consequences of
under-provisioning, i.e., resolving service level agreement
(SLA) violations.

This paper is organized as follows:

Section 2 presents our motivation to improve the per-
formance of cloud computing through simulation platform.
In Section 3, we discuss a key of previous works. Section

4 displays the methodology of research. In Section 5,
we describe the structure and concepts of the simulation
platform that is being chosen. Section 6 outlines the cho-
sen workflow for our experiments. Section 7 is dedicated
to illustrating our experiments and presenting the results.
Section 8 includes the future work and conclusions.

2. Motivations to improve cloud computing performance
using simulation

The simulation can model the behavior of organizations
in detail under different conditions in a way that is often not
feasible or possible in the real world. So, the usage of sim-
ulation in cloud computing research has several advantages,
e.g., it may be used as a new alternative to an online testing
account, an opportunity to evaluate different strategies and
options, and modeling different (complex) situations before
applying optimization algorithms. Despite the ability of
simulation to replicate real-world environments, some peo-
ple argue that the results of a simulation study are always
debatable and that the reader never conceives that the result
is soundly credible. Xiaolong Xu et al. (2020) [9], illustrated
that the application of simulations should be a balancing act
among the following trade-offs: time and cost vs. accuracy,
quantity, and richness of available data.

As a result, one of the significant limitations that are
often opined by researchers in cloud computing is the
potential risk of a mismatch between the outcomes of a
simulated scenario and those that would have emerged if
the study was conducted over real cloud systems. The work
[10] mentioned that simulation is considered to be a sound
scientific method in the context of cloud computing, even
though some researchers continue to question its reliability.
Also, different problems ranging from reliability to verifia-
bility, validity of results, and investment regarding time, cost
and quality remain to be issues that need to be addressed
in simulation studies in cloud computing research. The
used method must be chosen depending on the goal of the
study. Moreover, it is emphasized that simulation studies
should always be carried out after a specific period of
development and be preceded by a few case studies and/or
some theoretical studies.

A. Advantages of Using Simulation
The main advantages of using simulation in improving

the performance of cloud computing include reducing costs
and the amount of time necessary to test and develop
systems. This also benefits in lowering the risk and expense
associated with the experimental changes to the cloud
computing environment. Moreover, simulation enables the
allocation of tasks and improves the utilization of comput-
ing resources in the cloud, therefore ensuring both their
efficacy and productivity.

As we mentioned above, the benefits of simulation
create outlines for potential future research in cloud com-
puting. Because our research addresses the issue of resource
utilization in the cloud computing environment, this is one
of the reasons to select simulation for related research.

2
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3. RelatedWork
Complex workflows require an immense amount of

computational resources, and the public cloud environment
can provide massive on-demand resources to handle such
computational needs at a low cost. Numerous studies have
been conducted to enhance the resource utilization and
performance of complex workflows in the cloud. Although
much progress has been made, the development of new
methods to improve the scalability of workflows lags in
these works, and complicated workflow research is rela-
tively rare. To efficiently address complex workflows in
large-scale cloud environments, a clear understanding of
current related research on complex workflows is greatly
needed. A systematic literature review, or meta-analysis,
is a method of revitalizing and allowing the current un-
derstanding or comprehension of a complicated operation
and administration by rigorously detecting, selecting, and
summarizing relevant earlier investigations [11], [12].

A. Resource Management and Optimization in Cloud Com-
puting
Several researches have concentrated on using mongrel

algorithms to improve resource management in cloud com-
puting systems. For instance, the study [13] under discus-
sion is a novel approach that integrates machine learning
with task scheduling in order to optimize the efficiency of
cloud resources. This approach highlights the continuous
adaptation to increasing tasks, which leads to improved
resource allocation and cost efficiency. The authors in the
research [14], made an effort to simulate the flow of big
data generated using a Business Process Modeling Notation
(BPMN) framework to optimize cloud resources.

The framework’s capabilities were demonstrated using
real data on workflows. To achieve this, a data-specific
framework was developed to evaluate performance and was
later tested on workflows consisting of 13, 52, and 104
tasks. The results indicated that the framework is suitable
for evaluation and can be utilized for big data processing
operations. Consequently, it distributed the total execution
time across all tasks and improved the deployment of cloud
resources efficiently and economically, providing crucial
insights for decision-makers regarding their core business
processes.

The study [15] was done to consider the challenges
related to predicting how much resource is used in order
to address the issue of an over-provisioning and under-
provisioning. Over-provisioning causes excessive energy
consumption and increased costs, while under-provisioning
can lead to violations of Service-level agreements (SLAs)
and a decrease in QoS. existing methods primarily address
the prediction of the utilization of individual resources,
for instance CPU, Main memory, Bandwidth Network, or
Servers dedicated to cloud applications, these resources are
often disregarded in the prediction of total utilization. This
research uses FLNN and hybrid GA-PSO to leverage many
resources. Data from Google’s cluster tracking can assess

the model’s efficacy.

Similarly, the machine learning approaches can be used
to create models that produce accurate predictions and out-
comes, thereby preventing both resource overprovisioning
and under provisioning. The use of an ensemble approach
in machine learning is particularly beneficial as it combines
multiple predictors instead of relying on just one. The
article [16] presented a new method for workload prediction
based on stack propagation. When the proposed model
was compared to individual models and baseline models in
a validation experiment, the ensemble approach improved
prediction accuracy by 2%, as indicated by the results.

Based on our knowledge of previous works, it appears
that this is the novel work to test the performance of cloud
resource management strategies through simulation plat-
form with regard to the load of accessing cloud resources.

B. Resource Management By Simulation Tools
The tools to represent and simulate entities and events

support all discrete event simulation framework [17]. In ad-
dition, it is necessary to provide an interface that facilitates
both the transfer and reception of events. The simulation
framework manages the life cycle of each entity and the
creation and distribution of events [18]. The availability
of essential infrastructure, it becomes possible to develop
more advanced tools on top of it. Furthermore, there are
abstract concepts present within the simulation environment
for resource management and scheduling, for example opti-
mization and scheduling algorithms, which have no physical
existence. Using a reliable and proven discrete event sim-
ulation framework and building our desired simulator on
top of it is a very efficient method. It can provide us with
the basic equipment we need, allowing us to concentrate on
adding more advanced features.

CloudSim, [8] is a widely used platform simulator de-
signed specifically for simulating the behavior of scheduling
and resource management methods for workloads repre-
sented as separate tasks. This simulator offers a wide range
of vital components for simulating a cloud environment.
This is a toolkit that is open-source, allowing for the re-
programming of many features. Although CloudSim offers
tools and may be partially reprogrammed, it is not suitable
for simulating workflow execution in a cloud computing
environment. This simulator allows the realistic representa-
tion of independent tasks and their features, including the
number of instructions to be performed correctly. However,
it lacks support for functionality like the interdependence
among a group of tasks, which is necessary for physically
presenting the process flow. Another constraint is the strict-
ness of the arrival time for each task, requiring all tasks to
be introduced into the simulation environment at time zero.

WorkflowSim, [19] is built on the foundation of
CloudSim, but with a different mission: to model the exe-
cution of scientific procedures in distributed systems. This
simulator allows the user to simulate scientific workflows
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by using a directed acyclic graph as its computing model.
WorkflowSim considers many types of delays, including
queue delay, postscript delay, and workflow engine de-
lay, when conducting the simulation. It has the ability
to simulate unpredictable faults in the system and react
to them based on the users’ settings, making it a very
suitable option for simulating fault-tolerant systems and
algorithms. An issue of this simulator is its absence of
capability for the simultaneous execution of multiple tasks.
Upon application to the workflow engine component, all
jobs inside each workflow will get combined, making it
impossible to discern which task relates to which workflow.
Additionally, WorkflowSim offers support for a star-like
topology in networking, where the central node functions
as the broker and the other nodes linked to it serve as data
centers. These limitations make WorkflowSim inappropriate
for decentralized systems.

C. Complex Workflows
Complex workflows can be defined as a sets of con-

nected tasks or jobs that are executed throughout several
cloud resources to accomplish a certain goal, typically
on time and within budget. Scientific processing, business
processes, and massive data processing are examples of
these workflows.

1) Components And Definition
A complex workflow is made up of multiple indepen-

dent tasks or sub-workflows that operate cooperatively for
completing specific functions, such as finishing assigned
work within specified time constraints. The available cloud
environments are capable of supporting such requirements
and provide vast computational, storage, and other resources
on demand. Based on the cost factor of these resources,
the organization and independent users can also have au-
toscalers in dynamic and on-demand scenarios to match the
requirements of the tasks getting executed in the form of
workflows [20]. In order to specify and analyze the goals
for complex workflows, one must use a workflow compo-
sition language to define the required complex goals, like
throughput, fast speed execution, etc. A complex workflow
is composed of multiple integrated goals. A goal can be the
composite of at least one visited node or service [21].

2) Complex Workflows Challenges
The adaptability and expandability of public cloud re-

sources are recognized for simplifying intricate workflows
and enhancing efficiency and productivity. However, effec-
tively managing large amounts of data and completion times
presents a significant challenge, potentially impeding real-
time data processing and prolonging processing times. In
order to tackle this problem, it is necessary to improve
efficiency in task design and storage use. Describing difficult
tasks into smaller subtasks has continuously shown ad-
vances in query performance and efficiency of computation.
Optimization of current data storage systems, especially
for complex variable inquiries, is crucial. In light of their
adaptability and scalability, public cloud services offer a

cost-effective and efficient solution to these issues, making
them highly suitable for data management and workflow
enhancement. Utilizing public cloud resources can signifi-
cantly boost productivity and streamline processes [22]. The
work [21] was explored cloud resource management, partic-
ularly focusing on how workflows in scientific computing
environments can be optimized through efficient resource
utilization.

4. METHODOLOGY of RESEARCH
The following steps make up the research methodology

used in this research:

• Research Comprehension: The research focuses on
optimizing the efficient use of cloud computing re-
sources during the execution of big data workflows.
The aim of the research is to accurately predict the
utilization of virtual engines, which includes the cen-
tral processing unit, memory, and network bandwidth,
to execute those workflows, using WorkflowSim.

• Complex Workflows Collection: We will conduct
the experiments using big data workflows from Pe-
gasus and the Next Generation Sequences (NGS)
pipeline, based on real data in cloud computing. This
data includes the number of resources and execution
durations associated with the volume of input data
during real execution.

• Workflows Pre-processing: We map out the archi-
tecture for the selected types in the application to
understand the structure and complexity of big data
workflows. This includes examining the collection of
input data and the dependencies between the tasks
that make up the workflow, as well as preparing the
simulation platform with XML files for training, op-
eration, and prediction using the simulation platform.

• Predicting Resource Efficiency: We employ a sim-
ulation platform and selected big data workflows
for training applications to predict optimal resource
utilization in the minimum possible time, thereby
reducing costs. The simulation platform stands out
by its ability to provide limitless experimentation at
no cost, allowing cloud users to acquire the most
optimal information to support the implementation
of these selected workflows or others in a real cloud
environment without the possibility of over- or under-
provisioning.

• Evaluation: We calculate the metrics, that are often
used to evaluate the prediction accuracy. For example,
the mean squared error is an indicator that computes
the average of the squares of the errors, which dis-
courages bigger mistakes significantly more than the
mean absolute error. The R-squared metric indicates
the percentage of difference in the dependent variable
that can be accounted for by the different times, while
the mean absolute error measures the average absolute
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difference between the predicted and actual times.

• Performance criteria: The main aim is workflow
execution to lower costs, improve cloud computing
performance, and maximize resource usage.

• Experiencing and Feedback: The final step we,
involve comprehensively evaluating the predictive re-
sults for all selected workflows by systematically de-
scribing the graphical charts according to the data and
variables controlled within the simulation platform.

5. WorkflowSim Concepts
In this section, we introduce a simulation tool that is

the basis of our work called WorkflowSim. It is developed
to manage and monitor scientific workflow completion and
quality. This is achieved through robust, discrete event
simulation mechanisms, as mentioned before. In the fol-
lowing subsequent section, we provide an introduction to
WorkflowSim.

A. Introduction to WorkflowSim
WorkflowSim serves workflow management researchers

and developers. It simulates cloud computing-specific work-
flow methods for scheduling that are simple and efficient.
As an extension of cloud simulation tools, WorkflowSim
presents the major architectural idea of CloudSim so that
users can comfortably use it and extend it based on the
needs of their research.

The major idea presented by the architecture of
CloudSim is the division of the simulation components
of a cloud-based simulation into several layers. This kind
of layering makes the user’s task easy to do and easy to
integrate. On the same principle, the core idea presented by
WorkflowSim is an efficient framework for simulating an
algorithm for scheduling Directed Acyclic Graphs (DAGs)-
based workflows in cloud as well as cluster environments.
WorkflowSim is adaptable and extensible so that users can
also simulate the scheduling of workflows on utility grids
and other grid computing-based platforms.

B. Conceptual Framework
A conceptual framework organizes coherent ideas into

meanings and places them within a structural framework
to support these meanings. The importance of a conceptual
framework traces its roots to many different areas of re-
search, such as utilizing the available resources in the cloud
computing environment to perform big data analytics, which
consists of computational resources as well as data storage
management resources [23]. As cloud environments are
generally seen to be composed of multiple data centers, a
high-performance generalized service-oriented architecture
(SOA) for virtualized cloud environments with the capacity
of elastic scalability at web scale is useful and forms the
basis of WorkflowSim [24]. Furthermore, the WorkflowSim
platform is utilized to estimate the time needed to execute
a workflow on big data and the amount of time throughout

which the security of that data will be ensured. For further
information, see these articles [25],[26].

C. WorkflowSim Architecture
The major architectural idea presented by CloudSim is

the division of simulation components in a cloud-based sim-
ulation. Similarly, the architecture of WorkflowSim presents
the complete idea of simulating the scheduling and execu-
tion of workflows in the field of cloud computing. The Fig. 1
illustrates the architecture of WorkflowSim.

Figure 1. The WorkflowSim Architecture [19]

6. Studies of cases
In this section, we investigate the efficiency of resource

utilization for three distinct complex workflows, two of
which are detailed in [27], Montage and CyberShake. The
other one is illustrated in [28], NGS pipeline.

• A- Montage is a procedure that has been employed to
create astronomical image mosaics that meet a partic-
ular goal. As is illustrated in Fig. 2, which shows the
small portion of a typical Montage workflow that is
relevant to flow. The graphic represents the concep-
tual flow graph of the abstract form. Additionally, the
figure demonstrated the nodes, the actual procedure
would also involve nodes for data transmission and
registration. The process can be categorized into
multiple levels, as proposed in the referenced article
[27].
In the flow process, the levels of responsibility are
illustrated by the numerical values associated with
the vertices of the graph. The process requires two
components: the input photos in the commonly-used
FITS format and a ”template header” that describes
the composition of the mosaic. Each input picture is
first re-projected into the output mosaic’s space of
ordinates; next, the background of the re-projected
images is removed; and finally, the final output picture
is composed of the three parts.

• B- The CyberShake workflow is a scientific workflow
used in the field of seismology to simulate and
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analyze earthquake hazards.The CyberShake is avail-
able at the Southern California Earthquake Center
(SCEC)[29]. Its project simulates earth motions for a
specific area in order to produce Probabilistic Seismic
Hazard Analysis (PSHA) data. The workflow makes
use of high-performance computing resources and is
designed to handle complex computations, includ-
ing several steps of analyzing data and processing.
to perform these tasks efficiently. The workflow is
modular, consisting of distinct stages such as data
preparation, wave propagation simulation, intensity
measure calculation, and hazard curve computation.
As displayed in Fig. 3, which shows the small portion
of a typical CyberShake workflow that is relevant to
flow.

• C- For the purpose of examining the modeling of
resource utilization at a cloud simulator, we have se-
lected a more complex instance study centered around
the Next Generation Sequences (NGS) workflow. This
method is used to carry out Whole Exome Sequencing
(WES) data analysis workflows at the Laboratory for
Genetic Medicine.
The workflow frequently handles the NGS pipeline
processing phases, which are annotation (Annovar),
saturation analysis (bedTools), alignment (BWA), se-
quencing re-calibration, content filtering, cleaning
(Picard), and differences contacting and re-calibration
(GATK). As seen in Fig. 4, the structure graph.
Including the upper level structure that controls the
flow of data and eight lower level processes, each has
responsible for executing a particular pipeline step.
Each phase involves the simultaneous execution of
sub-workflows over several samples or areas corre-
sponding to a certain sub-chromosome. The greatest
level of complexity is characterized by the initiation
of (N) sub-workflows for a specific step. All of these
sub-workflows must be completed before proceeding
to the next phase.
In summary, the workflow comprises three essential
phases: (1) Generate the original sequencing for vari-
ant identification plus compute the amount of cover-
age to ensure that each sample size is around 36 gi-
gabytes. (3) Variant identification and re-calibration;
(4) Variant discrimination and annotation.
The implementation of Stages 1 and 3 comprises
a loop, whereby each tool is invoked on individual
samples. Given the independence of the samples in
these two phases, the process of parallelization at this
level is uncomplicated. Stage 2, in contrast, executes
just once for each input sample, rendering processing
across samples unfeasible. Nevertheless, the tools
used in Stage 2 possess the capability to function
separately on each chromosome (or even on the
smaller in size sub-chromosomal zones). However,
there is still a significant level of parallelism at this
stage. It is worth noting that each exome in each
sample remains divided according to chromosomal

Figure 2. The structure of Montage workflow

boundaries. This phenomenon is commonly known
as chromosomal split [25].

7. Resource Utilization experiment
In our experiment, the WorkflowSim 1.1.0 framework

that we utilized has an openly accessible number of VMs
in a datacenter; each one of these VMs represents an engine
in the real cloud. Each virtual machine has a total of 512MB
of RAM and one processor. The speed of VMs is spread
out uniformly between 1000 and 2500. Additionally, the
bandwidth is 1000 Mbps and the maximum transfer rate is
15. The environmental factors relevant to the configuration
and associated expenses are documented in the Table I.

TABLE I. Resources utilized in the assessment experiment and their
configuration parameters.

Configuration Parameters
VM No. From 1-90
CPU MIPS 1000
CPU 3.0
Bandwidth 1000
RAM Size 512 MB
VMM Type Xen
Image Size 10000

The initial experiment was carried out with the guidance
of the WorkflowSim platform and used the complex work-
flow outlined in the previous section 6, Montage, which
handles huge amounts of data, including 1000 different
tasks. The results, which are shown in the Fig. 5, predict the
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Figure 3. The structure of Cybershake workflow

resource consumption required for implementing the exact
same workflow on a real cloud platform, ensuring optimal
performance and a reasonably equitable resource use.

We conducted a number of operational attempts for the
Montage workflow, ranging from 1 to 90. We estimated
this number of attempts by taking the first number and
increasing it by one, then continuing until we reached a
point where increasing the number of resources had no
effect on the execution time; in other words, having an
excess of resources is not beneficial.

The graph chart in the Fig. 5 that illustrates the efficient
execution of a Montage workflow with resource manage-
ment demonstrates the following: The purple line graph that
represents the executing time shows a significant decrease
in time as the number of resources utilized increases from
1 to 10. The time graph begins to separate out slowly

Figure 4. The structure of NGS pipeline workflow

and intersects with the red resource graph at the point of
utilizing 11 resources, this is considered the optimal number
of resources that concords with time and cost. The second
portion of the time graph exhibits a flat path with a slight
decrease in slope as resources increase from 12 to 80,
this indicates that resources are being consumed without
a significant increase in operational yield. The final stretch
of the time graph, which is shown in yellow, follows a
straight line at 100% when resources increase from 80 to
90, because of the inability to reduce the executing time
while still increasing the resources. See the specifics of the
execution outcomes by examining the table II.

Furthermore, the second experiment was performed us-
ing the WorkflowSim platform and used the Cyber-Shake
workflow outlined in section 6. This workflow has been
created to manage massive amounts of data, which includes
50 individual tasks. The results are presented in the Fig. 6.
In addition, the objective of this experiment is to predict
accurately the resource consumption needed to execute the
chosen workflow on a real cloud platform.

To evaluate the efficiency of running various work-
flows on the proposed simulation platform, we selected
this workflow with an unusual structure and size that is
smaller. A number of operational experiments have been
conducted for the CyberShake workflow, including a range
of 1 to 20 attempts. Furthermore, the number of attempts
was determined by gradually raising the initial number by
one, and so forth, until a point was reached where increasing
the resources did not affect the execution time. In simple
terms, a lot of resources is not beneficial.
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Figure 5. The Montage workflow execution chart

The graph in Fig. 6 illustrates the allocation of resources
used during the execution of the CyberShake workflow. Fur-
thermore, the graph depicts the behavior of execution time.
Whereas the orange line shows the decrease in execution
time as it improves from left to right with the increase in
resource number from 1 to 5.

The time graph begins to part slowly and meets the red
resource chart at the 6 resource consumption point that is
termed optimal since it corresponds with time. Its further
increase to 7, 8, and 9 depicts the second part of the time
graph moving flatly with a slight decrease in slope, showing
that it is just consuming resources without any decreasing
operational time strongly.

The green portion of the chart is flat along a line at
100% as resources increase from 10 to 20 in the final
segment because increasing resources is not being able to
decrease the running time. Table III discloses the details of
the implementation results.

Figure 6. The CyberShake workflow execution chart

The final experiment was also conducted based on the
WorkflowSim platform, using the NGS pipeline workflow
that we introduced in Section 6. This workflow, an approach
to big data, had a minimum reproducibility of six samples,
with a total of 101 tasks.

The Fig. 7 presents the results. Moreover, the key reason
for conducting this experiment is to predict the execution
time by using the simulation platform and comparing it
with the real-time previously obtained from running it on
Microsoft’s public Azure cloud. In order to enhance the
analysis of previous experiment results, we compared the
resource consumption required for execution on the real
cloud with that from the simulation platform.

The chart in Fig. 7 demonstrates how the NGS workflow
is running in actual time with resource management along
with the forecasted number of resources on our platform.
The blue line stands for real-time workflow execution on the
Microsoft Azure Cloud, and this is acted upon when com-
paring the number of resources predicted by the simulation
platform.

The orange graph represents estimated time while de-
creasing from highest to lowest until it reaches an optimal
value of 12 resources. A red straight line gradually moves
from left to right as time decreases, while resource con-
sumption increases from 1 to 11. The intersection point
between the red straight line and the resource consumption
line is at 12, which reflects the ideal prediction state because
it coincides with real-time data.

Figure 7. The NGS pipeline execution chart
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TABLE II. Summary table of the first experiment

No. of Attempts Resource No. The change in the execution time graph
10 From 1 To 10 A significant decline in execution time from 12384.23 to 1665.95
1 11 resources Only The best amount of resources can be used, the time is 1567.5

68 From 12 To 80 Small execution time change from 1463.99 to 632.5 despite abundant resources.
10 From 80 To 90 Without changing the execution time, the time is 632.57

TABLE III. Summary table of the second experiment

No. of Attempts Resource No. The change in the execution time graph
5 From 1 To 5 A significant decline in execution time from 12889.29 to 3155.61
1 6 resources Only The best amount of resources can be used, the time is 3071.59
3 7, 8, and 9 Small execution time change from 3026.26 to 2974.12 despite abundant resources.

10 From 10 To 20 Without changing the execution time, the time is 2953.94

TABLE IV. Summary table of the third experiment

No. of Attempts Resource No. The change in the execution time graph
11 From 1 To 11 A significant decline in execution time from 11872.87 to 1568.1
1 12 Optimal resource No. when Estimated time 1509.95 approximately equal to Actual execution time 1531.26.
N 13 and above Increasing resources becomes useless and leads to very high costs.

9
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8. Conclusions and FutureWork
This work proposed a comprehensive approach using

a simulation platform to predict resource utilization when
operating complex workflows in public cloud computing
environments. Efficient resource management in cloud en-
vironments is one of the biggest challenges facing organi-
zations, especially when dealing with complex workflows
that require intensive and dynamic allocation of computing
resources. Three different types of workflows were utilized
to show different scenarios involved with applications with
different computing requirements. Each workflow type has
a unique property, such as size, structure, and others with
real data. When compared to real data, this produced results
that were highly accurate and acceptable, with an almost
optimal success rate of 100%.

The focus of the study was to test the accuracy of the
resource utilization prediction of the simulation platform,
as shown in the third experiment. The minimum square
error (MSE) of the runtime estimate was calculated to be
454.1161, the lowest value among all predictions when the
resource count was 12, and 100% consistent with the actual
execution.

Therefore, this study focused on the accuracy of simu-
lation in identifying the right point of resource allocation
to enhance efficiency and cut down operational costs. The
findings of this study will give recommendations that would
help enhance strategies on resource allocations in public
cloud environments and prevent over-provisioning or under-
provisioning resources that could result in poor performance
of systems and applications. This research deems itself an
essential stepping stone for simulative technology to be used
as an effective tool in proactive and premeditated cloud
resource management.

A. Abbreviations and Acronyms
The following is an explanation of some abbreviations

that appeared in the research paper.

QoS- Quality of service.

SLAs- Service Level Agreements.

CPU- Central Processing Unit

MIPS- Million Instructions Per Second.

NGS- Next Generation Sequences.

XML- Extensible Markup Language.

SOA- Service Oriented Architecture.
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