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Abstract: Quality of Service (Qo0S) is becoming increasingly important ighrise of multimedia applications (such as voice over
IP (VolP), video conferencing, and so on) in public data networks. These applications deméntersaivice, while the networks
should still be able to transfer also other traffic reliably (elata, email, and WWW)In this paperwe concern how to improve the
QoS of multimedia applications @iteand videdraffic) in DiffServ internet routeby usingthereconfigurable¢echniqueTherefore

we design an Qo8odel called Reconfigurable Scheduling Model (RSbf)réattime traffic in Diffserv router. In thisnodel we

use the strict priority techniqder the voice traffido reduce the delay and then improve the QoS. While for video traffexdavare
recorfigurable techniques usedto providethe flexibility that improvesQoS levels when compared to other techniques such as
softwareonly implementations. This permits the ftime reconfiguration of the router resources, i.e., to change their functionality
(from one scheduling algorithm to another), to adapt the fluctuatizaffic parameter

We choose two of the most widely used schedulers (CBWFQ, and MDRR) to suppHtitne allocations and to improve the QoS
of video traffic. The reconfigurion or the switching between those two schedukebmsed omueuing delayf the video traffic To
evaluate the proposed approach, the queuing model was built and simulated with M/&TihaBentsand Stateflowcomponents.
The result of simulation shows an improvement o8@f voice and video traffics.

Keywords: Reconfigurablescheduler, QoS, DiffServ

1. INTRODUCTION Three types of PHBs or forwarding techniques have

Delivery of services of appropriate quality has alwaysbeend € y n e diServmetvidik as followd]:

. Expedited forwarding (EF), also known pseemium
been one of the key goals of telecom operators an U .
; X . ' Service it can be used to buildassured entb-end
Service Providers[1]. Different classes of traffic (e.g.

. . ) . andwidth with low loss,low jitter, andlow latency.
voice, video, data, etc.) have different bandwidth an Assured Forwarding (AFpssign a dierent level of
delay requirements and then different QoS g 9

requirement®]. In the internet network, twoQoS ngsgefueg:snﬁgir ?:;Zeocfeﬂtt?ﬁetr?(jreseerl\(/ei\égs its ifour
approachesare used Integrated Service (IntServ) and 3 Best.Effort (BE)pprovides the same service as that in
DifferentiatedService (DiffServ). IntServ providinger tHe current Internet

flow QoS guarantees tdhe individual application '

However,it suffers from scalability problem®iffServ is
more scalablethan IntServ and easy deployable for
servicedifferentiation in IP networkg3].

These three PHBs, EF, ABndBE, are handled in a
descending priority orderln this paper we use the
reconfigurable computingechnique whichis a rapidly
emerging computing paradigm, not only in research but
get also in real applicationdue to its superior
performance and lower power consumption compared to

eneral purpose computing using microproce$shrs
%gconfigurable routerimproves the throughput by
changng their packet processing decisioto reflect
changes in theraffic flow rate.

The basic principle of # DiffServ model is to
separate the network traffic into several classes with th
specific weight based orvarying QoS requirements.
Packets from applications with similar QoS requirement
are assigned the same service class at the edge of t
DiffServ network and aggreted in the core network.
DiffServ modelmees the QoS requirements of different
service classes by providing Per Hop Behaviors (PHB)
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The traffic inside theoroposedscheduleris divided, important multimedia data segments are selected for

globally, into three types: retransmission using the Forward Error Correction (FEC)
1. Voice traffic which needs to be kept separate becausenethodology to prevent the loss péckets during the
it is especially sensitive to delay. transfer and to improve trans

2. Video traffic is also delagensitive and is often so
bandwidthintensive that care needs to be taken to makeAD
sure that it d o-bamdwidlth WANv e’
links. m
3. Othertraffics are icentified and marked in a reliable
way to make sure that it is given the correct classificatio
and QoS treatment within the network.

In [8] an adaptable network architecture, called

N%Te is nfro o%ed. The architecture provides
echanisma'to aflow the application adapt to the resource
constraints to achieve impred QoS. The design aims to

r%mify different QoS control mechanisms (e.g. integrated
services, differentiated services, and active networks)
together to provide a wide range of network services to

al | users t o meeAlsothh aithor spec

and has strict priofity over the other two typsa nom proposes a fragmentation scheme with low overhead to
transfer largesize multimedia data and use this

preemptive way. The video traffic is handleg the two : :
of the most widely accepted queue schedulers in DiﬁSer{/ragmentatmn scheme to integrate a new transport

routers;ClassBasedwWeight Fair Queuing (CBWFQ) and protocol, dca!lﬁdhA%tlvg Transport Protocol (ACTF) is
Modified Weight Round Robin (MWRR). These two Integrated with the design.

schedulersre used ira reconfigurablewvay by switching In order to improve the quality of service of
betweerthembased on lower video traffic queue delay. multimedia communication and experience, the author of
Other traffics are scheduled by the active schedulethe article [9] propose a crowd service cooperation
(CBWFQ or MDRR )which determined by video traffic control protocol based on the opportunistic wavelet
queue delay. model. The wavelet multimedia mobile analysis elad
founded after the combination of the video frame
resolution analysis and the wavelet scale space.
Pliakas[10] reviews solutions which address the problem
of endto-end QoS for multimedia streaming applications
over heterogeneous networks, inchgli wireless and

Thevoice trafficis put into the highest priority queue

This paper is organized as followection2 gives a
overview ofthe previous related worksA descriptionof
the proposedRSM model is provided in section3.
Section 4 reviews the simulation results using
MATLAB . Finally, the conclusions are drawn in sectlonWired network domains. Hecombines the QoS

5. multimedia streaming techniques and coding methods
2. LITERATURE REVIEW and the work on QoS support in the network layer,
i _ considering wired and wireless networks, and then he

Several studies develop different methods ang,qnose techniques for mapping application QoS related

techniques for improving the QoS of the multimediagemantics with the appropriate network Hewel
service in a variety of communication media and deV'CeSdescription themes in the context of stafd¢heart

Prabesh et al. 6] provide a theoretical model for Proposed QoS architectural frameworks.

minimum buffer size as a means of achieving the desired 14 reflect the dynamic characteristics of the QoS and
QoS for video streaming application. The Researchqnyok performance , a QoS evaluation system has been
provides a general optimal video smo_othmg algo“thmproposed by ASboufll] based on using the nonlinear
based on the concept of dynamically controlledy oregressive with exogenous input model (NARX). His
Coefficient of Variance (CV), which is the ratio of 5n05ed approach was developed in three phases: firstly,
standard deviation of the eitorend delay and the st collection and prerocessing; secally, NARX
expected value of the delay for each ensemble of packef§yqeling: and finally, the analysis and validation of the
being transmitted through the network. The papenonosed model performance in comparison with other

discusshow the size of the fgdiign mbdels. TeiQbs JardmeterS(defay, fitdC L © d

by the allocated bandwidth for each soupzer end users  |5sses) and previous QoS values were used as inputs to
for supporting video streaming applications without anyy,e developed NARX modiéo the estimated QoS.

aps.
P . . . The Endto-End QoS control for multimedia

A scheme to improves the QoS of multimediacontent delivery over heterogeneous networks has been
transmissions is proposed by Kim et Al.lusing an jyestigatedby B. Shao et al.[12] from multimedia
adaptive algorithm that switches besn UDP (User (orminal perspective. they propose a new end user
Datagram Protocol) and TCP (Transmission Controkeyming| architecture including MPE@L Digital Item

Protocol) based on the size of the data. Also, amrqyser, usage environment characteristics provider, end
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user's QoSmonitor and Scalable Video Coding (SVC) sened, a fixed amount of data is deqieued. The
audiovisual player coordinated under a terminalagorithm then servcesthe next qeue. Every queue
middleware. Several adaptation methods have beewithin MDRR is defined by two variables: byte count
proposed and the system architecture also has beamdquantum.In each new round, tHeyte count which
optimized. Such a terminal facilitates content adaptatiospecifies the number diytes to be transmitted from the
solutiont o maxi mi ze wuser 6s f r wietefupoh its tusigpirereases bycitguantumvaluev i d e o
quality. The architecture design also exploits andif the length of the packet at the top of the queue is less
supports the MPE@1 and H.264 extension SVC codec than byte_count, the packet scheduler can dequeue the
standards. packet and then subtracts the packet length from

In [13], a genetic algorithm (GA) and neural byte_count. Otherwise, it accesses the next Ju8jie

networks (RNN) are applied to optimizee QoS of . . .

. . , : B. ClassBasedWeight Fair QueuingCBWFQ)
multlmed|a traf_ﬁc over LTE network. This work_ Classbased weighted fair queueing (CBWFQ)
introduces an integration framework between genetic

. extends the standard WFQ functionality to provide
algorithm (GA) and random neural networks (RNN) . o
applied to QoEaware optimization of video stream supportfor userd e yne d_ 1 r a fisyaelycused s s e s -

downlink scheduling. To meet varying Qualitiy®ervice in DiffServ routerg19]. CBWFQ queuing algorithm has

o the ability to guarantee bandwidth and dynamically
gggf?v)\/a?:egséﬁgfe dae\llae“t(\:/il g;kgz,siﬂézzjopﬁ)i?: z?ison%]rivsé[rzl\l ensure fairness to other flows within a class of traffic.

. CBWFQ allows you to specify the exact amount of
Netvyork (ADN).that_ adopts cus}ommed data paths ON &M andwidth to be allocatefbr a specific class fatraffic.
application basisThis allows using network resources in

a more efficient way and providing tailored network This will ensure that certa_in traffic_ such as voice wi_II not
services to applications su_ff_er Iatency.The_ bandwu_jth assigned to a class is _the
' minimum bandwidth delivered to the class during

congestion. Also, teharacterize a class, you specify the

queue limit for thatlass, which is the maximum number
Packet scheduling mechanism is ondhgfimportant  of packets allowed t@ccumulate in its queue. Packets

items for QoS controlPacket scheduling specifies the belonging to a class are subject to the bandwidth and

service policy of a queue within a node (e.glRmouter,  queue limits thatharacterize the class.

an ATM switch]15]. In practice, scheduling decides the

order that is used to pick the packets out of the queu¢. RSM M ODEL

and to transmit them over the channBlach queue . .

scheduling mechanism attem §_|g1ent1[orbed r%wa)usI){IHeeRSl\(I PC eﬁJu[Ier %aal ance

. : . been implemented usingthree queue sthedulers in
between controlcomplexity, and fairnes#\Iso, different - T .
algorithms aim to optimize different aspects of packe iffServ routers; Priority Queuing (PQXlassBased

: - ight Fair Queuing (CBWFQ) and ModifieDeficit
QoS and network behavior, such @dslay, delay jitter, €19 . .
throughput, prioritization and fairness. The simplest Round Robin (MDRR). These queuing methods offer

algorithm is FIFO, where packets asmporarilystored di f ]fc erentiat ebd S @(;)Ws, DpIII’BIZInng ne tc
in the formof first come first serve (FCFS) order until 'FI)'he rto rt n;ff"‘ nEcFe i ased t?1 nh' ha : ment s
networkresources become availaldé]. In the proposed e voice traffic ( ria put mp the highes

system we chose two of the most widely used packetpriority queue and has strict prior_ity over_the other
scheduling algorithms iDiffserv router:Modified deficit classesTo improve the QOS of the .Vld?O traffic, we use
round robin (MDRR) and Classbasedweight fair the reconfiguable technique by switching to one of the
queuing (CBWFQ) two schedulers (MDRR or CBWFQ) that shows a

smallest queuing delay of the video traffic .

3. SCHEDULING ALGORITHMS

These algorithms are preferred since they exhibit the Fig. 1 shows a block diagram  of th&SM
following desirable characteristids]: scheduld20]. Packets are first divided into classes by
(a) ease of implementation and verification marking the Type oService (ToS) byte in the IP header.
(b) good exploitation of the available network bandwidth A 6-bit bit-pattern (called the Differentiated Services
(c) limited processing power and memory requirements Code Point [DSCP]) in the IPv4 ToS Octet or the IPv6
(d) network administrators find them easy to understandraffic Class Octet is used for this purpogdthough

and configure. RFC 4594 outlines a 1@ass modelCisco estimates &t
not all users are ready to implement a complex QoS
A. Modified Deficit Round Robi{MDRR) design. Cisco recommends a phased approach to media
With MDRR, non-empy queuesare served oneafter application class expansion, as illustrated in TabR1] [

the otler, in a roundrobin fashion.Eachtime a queueis
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Figure 1 Reconfigurable Qo®uter model

This 8class modelvas adoptedn this design. The circuit of the RSM scheduler switching the scheduler
traffic is classified into eight classes, each class pat in that showghe smallest queue delay of video traffféig.
single queue witha specifiedweight according to Table 2 shows a flowchart of the proposacedure.

1. The scheduleuses a priority queue (PQ) to serve the
voice traffic queue as long as this queue is not empt§. MATLAB RSM MODEL COMPONENTS DESIGN

(premium service)otherwise the traffic classes(8) are MATLAB Simevents/Stateflow tool 2014a was used
served. However, aolicer (at the ingress router of the 4 develop the RSM model. Simulink is a simulation and
DiffServ domain), is needed to regulate the voice traffic,,;qetpased design environment for dynamic and
to ensure that the traffic entering a queue does not exceeg,pedded systems, integrated with the MATLAB. It is
a certain limit and to prevent the service starvation OEasicaIIy a graphical block diagramming tool with
other low priority serviceclasses. If the voicetraffic ¢\ stomizate set of block libraries. There are several
exceeds the allowable limit, it will be dropped before yinar adeon products provided by MathWorks and third

accessing the networo serve the traffic classes),  party hardware and software products that are available
the queue delay of traffic clags(video traffic) is used {5, ;se with Simulink. One of them is tigtateflow

by theconfiguration control circuit of th&SM scheduler | hich allows developing state machines and flolarts

to configure thescheduler during the ruime to work as 1221 Fig. 3 llustrate a MATLAB block diagram of the
CBWFQ or MDRR. proposed RSM model. It consists of the following main
5. RECONFIGURATION PROCESS subsystems:

8-class packet generator, Enqueue unit, Dequeue unit,

e hece oy gud e Sk unh, Reconfigurable. Scheduler_arheciler
P » P Y, control. In the following are brief descriptions for these

queue delay under CBWFQ and MDRR schedulers,
Based on thesees$ted values, the configuration control Subsystems.

TABLE 1. WAN QoS CLASS MODELS

Weight(%) / Class 4-Class Model 8-Class Model 12-Class Model
10 (class’) Realtime Voice-EF Voice-EF
EF/CS4/CS5 Interactive VideeCS4/CS5 Broadcast VidedCS5

23 (class6) Reattime InteractiveCS4
Signaling / Contral Network Control and Managemern Network ControlCS6

5 (class) CS2/CS3/CS6 1 CS2/CS6 Network ManagemeritCS2

2 (classt) Call SignalingCS3 Call SignalingCS3

10 (class3) Critical Data Streaming VideeAF3 Multimedia StreamingAF3
AF1/AF2/AF3/AF4 Critical DataAF1/AF2/AF4 Multimedia Conferencing\F4

24 (clas) Transactional Dat&F2

Bulk DataAF1
25 (classl) Best Effort Best Effort Best Effort
1 (clas®) Scavenger Scavenger Scavenger
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A. 8-class packet generator 6) Subsystems 1, 2 and Subsystem 1 is eollectionof

Fig. 4 shows the -8lass packet generator. This unit logic gates blocks used to check the capacity of the FIFO
generats eight traffic classes. It consists of 32 traffic queues to produceempty queues(all queues are
generators divided into eight groups. Each groupempties) andempity_Q (eight enpty queues signals to
responsiblefor generating one traffic class. Each of thereflect the status of each queue). Subsystem 2 contains
four traffic generators of every grogpars and stop ah  Get_attribute units to extract the attribute ( aseight,
specifictime, as will be shown laterFinally, each traffic  Time_in,andVFT) from the packets. Finally, subsystem

generatoKclass 05) has the following parameters: 3, has eight enable gate blocks controlled by eight enable
1- Distribution: Exponential with initial seed equal to signals, coming from PK_Drop subsystem. These gates
12345, and mean equalttwe inverseof enable or prevent the packets to go to R0 Queues
(service_rate*weight/2). subsystem.
2- Packet size : 50bytes. 7) Stateflow chartl and chartZrhesecharts are used to
set the limit of the values that control the path combiner
B. Enqueue unit and output switch in Output Switch and Replicators

After apacke is classified to one of the eight classes,subsystem.

the router will enqueue the packettime corresponding
gueue if the queue is not full (taltop within each class). C. Dequeue unit
Fig. 5 shows the block diagram to the enqueue unit. It As shown inFig. 6, the dequeue unit eceive the
consists of the following subsystems removed packet from the subqueue, in the enqueite

and pass it to the single server. The service time of the
1) VFT Calculation subsystemUpon arrival of every single server is 1/2000 sec. After completion serving the
new packet, th¥FT Calculationsubsystem (a MATLAB packet, the entity departure functicoall generator
function) calculate the Virtual Finish Time (VFT) for the generate a service_completed signal which is used as a
packet (i.e. estimates the time of finishing serving thdrigger signal to the monfigurable scheduler to start to
packet) according to Eq.(1)[23This finish time then produce the number of the next quenextqueussignal)
will be used to determine which packets to serve firstto be served.
The calculated VFT time is tagged with the packet by the
Set Attribute subunit D. Sink unit

After the packet has been servicedyoesto sink unit

finish_time=arrival_time+pk_total_size/service_rat€l)  and update the statistics.

2) Switching Functionsubsystem This subsystem(a E. Reconfigurable scheduler

MATLAB function) read the delay value of video traffic ~ The reconfigurable scheduler unit implemented using
gqueue and compare it with the previous value tdStateflow and MATLAB functions as shown ifig. 7.
determine ifthe scheduler shoulbe switche to the  Five states ifle, ini, Sched_PQ, Sched WF@@nd
alternatescheduler. This unimplemensthe flowchart of Sched_DRRand two MATLAB functions drr and wfq)

Fig. 2. are used in the implementation. Following is a brief
3) 8-FIFO Queues subsystent consists of eight 500 description of these states and functions:

packet size FIFQhe queues, one for each traffic class. § Idle: At this state, start and end all the transitions to

The router will enqueue the packettlag tail of queue if other statesAlso, it initializes some variables.

the queue limit has not been reached, otherwise thg ini: Initialize the variables.

packet is dropped. _ ~ 9§ Sched_PQThe transition to this state occurs if queue
4) Output Switch andReplicators subsystenThis unit 8 (voice trafficqueue) is not empty. Implement strict

contains one output switch to route the incoming packets, priority queue.

according to its class number, to eight replicators. The sched CBWFQ:The transition to this state califg
replicators produce two paths for every arrived packet. MATLAB function to implement CBWFQ algorithm,

One path to th&K_Drop subsystem, while ather @ath and this occurs if queue 8 (voice traffic queue) is
to subsystem 3 to enqueue the packet attaheof the empty and any of other queues ( except queue 8) is
queue not empty.

5) PK_Drop subsystenThe PK_Drop subsysterohecks  y  sched_DRR:Same aSched_WFQ@uit it callsdrr

the queue capacity after each arriyetkedif the queue MATLAB function to implement MDRR algorithm.

capacity is full, the packet is dropped. Otherwise, it
producesenable signala subsystem 3 to enqueue the
packet at théail of thequeue
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Figure 7 Stateflow diagram of the reconfigurable scheduler

F. Scheduler control 1) The packets size of all trafficlassess equal t0500

It is a collectionof logic gates blocks that produce a bit.
signals (WFQ_Queue_Not_Emptyand DRR_Queue_ 2) The bottleneck link has a speed of sending 2000
Not_Empty applied to reconfigurable scheduler unit to packet per second (1Mb/s).
enable the transition to theSched CBWFQ or 3) The buffer space of all trafficlassess fixed to 500
Sched_MDRRstate according tthe conditiondescribed packets in all scenarios.
in the previousparagaph.

Trafficsources

7. SIMULATION RESULT 1 Bottleneck

In the following section, QoS under RSM scheduler is Link (2000 pk/sec
evaluated by simulation and compared to QoS under >
MDRR and CBWFQ schedulers. We implement the A Sinal
Asingle bottleneckod topology 0 Schedulel Sge'formanc
of differentscheduler®n a single core router as shown in 3 erver
Fig. 8. :
A. RSM scheduler model assumptions 8

Two simulation scenarios are implementetihe
assumptions to be used in the two scenarios during Figure 8 Single bottleneck topology
simulation of allschedulersre as follows:
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4)The voice and video traffic are represented by a Fig. 9 shows the queuing delay of video traffic as a
constant bit rate traffic sources. function of the sink traffic under CBWFQ, MDRR, and
5)The distribution of interarrivatime of traffic sources RSM schedulers ithe twoscenarios. It shows that due
(0-5) is exponentially distributed with different mean to the reconfiguration, the queuing delafy the classt

values traffic (video traffic) under RSM follows the minimal
6)All the queues, under the threehedulers use Tadl  paths as compared to the queuing delay under the other
drop queue management scheme. two schedulersFig. 10 shows the packets drop of video

7)The simulation time in every scenario is 120 seconds. traffic (class_6) as a function of sink traffic under the
8)In order to study the performance of the proposedhree schedules and in the two scenarios. The packet
reconfigurable scheduler at different traffic conditions,drop of video traffic under the reconfigurable scheduler
the traffic sources are activated at different times(in foufRSM) follows the minimum path or near the minimum
steps) in the two scenarios. Tablesl®ws the start and path of the twaschedulersn bothscenarios.

stop times of the traffic soces of classes-0 in the

simulated scenarios. As mentioned earlier, each traffic The averagegueuing sizes under the threghedulers
class consists of four traffic sources. Both implementedn the two scenarios, are shownHig. 11. It is clear that

scenarios use the same timing table. RSM scheduler provides the minimum queuing size path.
The queueing delay and packets drop of the voice traffic
TABLE 2. PARAMETERS SETTING FOR TRAFFIC CLASSES (class_7 traffic) ithe same (almost zero) under the three
Scenario No. 1.2 'sch.e'duler_sand two senari_os. These. resullts' can be
Traffic Class 0.7 Justlfle_d since c_Iass_? trafflp uses strict priority queue
that gives priority to the voice traffic over other traffic
- Step NO' 1 2 3 4 classes in addition to that the voice traffic is policed and
Active Traffic source | 1 2 3 4 does not exceed the 10% of the full load.
Start Time(sec) 2 10 15 35
End Time(sec) 120) 120 | 120 | 120 It can be concluded from these results, that using the
Traffic percentage | 50%/( 100%| 150%| 200% reconfigurable scheduler have no effecttba queuing
(of the full load) delay or packet drop of the voice traffic. The effect of

using the reconfigurable scheduler to the average
9) In each step, the traffic of classesO(to 7) is  queueing delay of other traffic classes (0 toidalso
increased by 50% dhefull load according to the weight showng some improvement. lsometimesit follows the
assigned to that class. minimum path of queue &gy or at least (in otheimes)
10) Traffic class7 (voice traffic)is policed to produce do not exceed the delay path of one of the two schedulers
traffic that does not exceed the 10% of the output linKCBWFQ or MDRR). However, the other traffic classes
speed in all steps difie twoscenarios are assumed delay insensitive. Also, the packets drop of
11) The four steps of the traffic conditions of ttlasses classes & under the reconfigurable scheduler (RSM),
in the two scenarios are: step i$ under provisioning, stay within the range of packets drop under the other two
step 2 is provisioning and step 3 and 4 areschedulers and not exceed them. For exanfflg, 12
overprovisioning. These steps corresponding to 50%iJlustratesthe average queue delay in traffic classes from
100%, 150%, and 200% @f full load of output link 0 to 5 under the threschedulersind in scenarid. From

respectively(see Tab®. the simulation result it is clear that with this
reconfigurable scheduling model, the packets loss and
B. Resuls discussion packets delay of redglme voice and video traffic are

We evaluatethe performance oproposed system remaining ata minimum value thoughthe total offered
implementations in terms ofaverage queue delay, load of the link is increasing beyond the italale
average queue sizeand the packet loss In both bottleneck bandwidth.
implemented scenarios, the traffic conditions are the
same. However, to show thieconfiguration process in 8- CONCLUSION
RSM scheduler we give traffic clas$ (video traffic) in Multimedia traffic over Internet network is one of the
CBWFQ scheduler in scenario 2, a priority osmall  highest percentages of traffic and it has been growing
period at the beginning of simulation time. By this rapidly in recent yearsf2. However, the effectiveness of
method we produce a cross section between the videgng n y t Mutimeyigapplications, suchs Voice
traffic delay curves of CBWFQ and MDRR schedulers. over IP (VOIP), videoconferencing Video on

Demand (VOD), and others similar rely heavily on
the quality of the network communication
systemf25].
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TABLE 3. TRAFFIC CONDITIONS(PK/SEC) FOR CLASSES™ UNDER THE TWO SCENARIOS
Traffic condition [Step|Class Q| Class 1| Class 2 Class 3 Class 4| Class § Class g Class 7
(in packety No.[ 1% 25% | 24% | 10% 2% 5% 23% | 10%
Under-Provisioning| 1 10 250 240 100 20 50 230 100
provisioning 2 20 500 480 200 40 100 460 200
Over-provisioning | 3 30 750 720 300 60 150 690 300
4 40 1000 [ 960 400 80 200 920 400
14 Scenario 1
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Figure9: Video traffic delay under three schedulers in < 100
scenarig 1 and 2 b
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%.soonu =CBWFQ Figure 11 Average gieue size of video traffic under three
= ZNMDRR schedulers in scenasd and 2
c
‘@ 40000
-3
& soom0 In this paper we focuson the developmera quality
= of service (QoS) model in DiffServ router using
= the reconfigurabletechnique for scheduling multimedia
tocoo traffic. The Simevents/Stateflow software is used to show
0 how the reconfigurable technique cemprove the QoS
10000 20000 30000 40000 50000 60000 . . . .
Sink Traffic (queue delay and packet loss) of multimedia application
o0 Scenario 2 in DiffServ networks. SimEvents blocks implement the
% w00 =CBWFQ main system uni_ts as _the traffic generators_, engueue,
= ot dequeue, and sink units. Stateflow block implement
[ mainly the reconfiguration process audition to some
 s0000 other small control processEight queuing models
E oo classify the incoming traffic to eight classes, (each class
i is pleased in one queugdueue_7 is considered as a
10000 high priority queue and assigned to the voice tr4ffiE

D

10000 20000 30000

50000 60000
Sink Traffic

Figure 10 Drop in video traffic under three schedulers in
scenarig 1 and 2

class).

The realtime video traffic is handled using
reconfigurable  scheduler which  switches their
functionality between two weknown schedulers
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CBWFQ and MDRR. The simulation result shows that 1w Class-4

by using reconfigurable QoS scheduling model, theg9 =CBWFQ

packet loss and packet delay of video traffic are
improved though the total offered load of the link is

increased beyond the available bottleneck bandwidtl §
The simulation result also shows that the queue delay an

packet los®f voice traffic (queue 7arealmostzero due
to the usage of priority queuing for voitmffic and the
gueuing delay anghacket lossof other traffic classes
(classes ) remain within the range of queuing delay of
one of the other two schedulers (CBWFQ or MDRR).
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Figure 12 Delay in traffic class 6 and 8, under three
schedulers in scenario 2
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