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Abstract: The cloud computing is alarmingly getting into mainstream for the booming companies and the research organizations as; 

they seek to gain benefits from its on-demand access, service models and deployment models. It provides unique features like on-

demand access to shared pool of resources over internet in a self-accessible, dynamically scalable and metered manner. It is widely 

accepted because of its “pay-as-you-go” model. These features make this paradigm a buzzword in the area of high-performance 

distributed computing (HPDC).  Though, this domain is widely accepted still it demands enhancements to bring out the optimized 

performance. The load balancing among the virtual machines (VMs) belongs to NP-hard problem as far as the equilibrium load 

distribution is concerned. The hardness of this problem can be defined by considering two factors such as: large solution space and 

polynomial bounded computation. One of the major issues in cloud computing which, needs serious attention is load balancing for its 

efficient performance. In the present work, a deep literature study has been carried out by considering the state of art algorithms for 

cloud load balancing. The algorithm includes traditional methods, heuristic, meta-heuristic, and hybrid approach. From the analysis 

and study of the methods presented in the deep literature survey, it has been observed that the existing heuristic algorithms are not 

generating near to optimal solution within polynomial time. The amalgamation of meta-heuristics, and hybrid-heuristics techniques 

have been proved to produce suboptimal solutions within reasonable time. This paper provides an extensive historical survey and 

comparative analysis on various existing load balancing (LB) literature. The presented work will be a help hand tool for researchers to 

design new efficient load balancing algorithms in the Cloud computing domain. 

 

Keywords: Load balancing, Survey of Survey (SoS), Load balancing Algorithms, Heuristic, Meta-heiristic, Hybrid, Cloud Computing 

1. INTRODUCTION 

Computing in the cloud is transfigured into a model 

encompassing of different services which offers as a utility 

like electricity, water, telephone etc. To deliver the vision 

of this utility computing, various computing paradigms 

such as mainframe, cluster, grid computing have evolved. 

Due to the outspread of distributed computing everywhere, 

hence, there is a need to store an enormous bulk of data of 

an organization and retrieve it efficiently. Then, there is an 

in need of such a computing platform which not only 

delivers services but also satisfy customer of various 

domain at the same time. This model is referred to as 

Cloud Computing in terms of utility. Therefore, this cloud 

computing can be regarded as a new era of ubiquitous 

computing which is based on the concept of on-request 

access to shared pool of assets over web in a self-available, 

progressively versatile and metered way [1].In this model, 

user can avail services of clouds based on their 

requirement despite of their location on a “pay-per-use” 

basis. This technology is supported by different 

datacenters putting to use virtualization advancements for 

amalgamation and compelling usage of resources. 

In cloud computing paradigm, consumer avail the 

services by subscribing to the services they need to use with 

signing a contract with the cloud vendor called Service 

Level Agreement (SLA) that defines the Quality of Service 

(QoS) and parameters under which the services are 

delivered. This nature of cloud computing is unmistakably 

communicated by Buyya [1] as “A cloud is a type of 

parallel and distributed system consisting of a collection of 

interconnected and virtualized computers that are 

dynamically provisioned and presented as one or more 

unified computing resources based on service-level 

agreements established through negotiation between the 

service provider and consumers”. It offers the different 

services as Platform as a Service (PaaS), Infrastructure as a 

Service (IaaS), Software as a Service (SaaS) and Data as a 

Service (DaaS) to the customer as per their requirement. 

This model can be deployed in one of the four ways as 

Public cloud for general, Private cloud for any solely 

organization, Hybrid cloud for incorporating the 

advantages of the aforementioned clouds and Community 

cloud, explicitly intended to address the necessities of a 

particular community. The cloud can be called as a service 

when the following essential characteristics would be 

http://dx.doi.org/10.12785/ijcds/090206 
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incorporated for example, on-request self-service, 

scalability, expansive system get to, resource pooling, fast 

elasticity, and estimated service. Hence, it can be termed as 

ubiquitous computing, as it provides everything-as-a-

service.  

The popularity of cloud application is so high as the 

number of consumersincrease;therefore,the demand for 

loads in terms of number of cores, storage, hardware, 

software, bandwidth etc.rises greatly. This prompts 

amplification of efficiency with regard to the utilization of 

resources by diminishing in the makespan in the cloud. 

Starvation of resources ought to be limited so as to keep up 

a compelling service, since this can prompt conceivable 

overheads [2]. It is in this way, basic to diminish the heap 

on the server so all clients are given equivalent execution. 

Resources must be elastic and scalable enough to assimilate 

the loads among VMs in a cloud environment. This can be 

overcome by creating the instances of physical machines 

(PMs) through virtualization in order to deliver the 

uninterrupted services.It is meant to provide an abstract 

environment to run any applications by enabling physical 

machines. 

Task allocation to VMs and scheduling them in the 

load balancing is an NP-hard and NP-complete problem 

[3]. Tasks are allocated to VMs with respect to some 

policies and scheduling algorithms. In this context, 

increasingly viable and productive load balancing 

algorithms ought to be created to address these issues. 

The reminder of this article is structured as follows: in 

recapitulate, Section 2 introduces the basic concepts of 

scheduling and load balancing in cloud computing 

environment. Section 3 discusses about the historical 

survey on load balancing in the literature. Section 4 

presents taxonomy of algorithms used from the advent of 

cloud computing while highlighting each branches of 

classification along with the analysis. Section 5 shows the 

overall analysis of survey regarding to the proposed 

taxonomy. Section 6 discusses the observations made 

through our survey. Future directions in addition to the 

concluding remarks are presented in Section 7.  
 

2. BACKGROUND 

A. Scheduling on Cloud 

The term “Scheduling” is defined by Pinedo in [6] as 

follows:  

“Scheduling is a decision-making process that is used on 

a regular basis in many manufacturing and services 

industries. It deals with the allocation of resources to tasks 

over given time periods and its goal is to optimize one or 

more objectives.” 

The role of a scheduler [5-9] is to find ways to assign 

loads among nodes evenly to optimize the load balancing 

objectives by utilizing resources appropriately. In the early 

days, we had cluster computing that tried to combine one 

or more standalone systems together in a cluster to work 

as a single system [10]. It was only using the local 

resources which were the downfalls of cluster system. This 

pitfall led to the development of Grid which was 

integrating heterogeneous systems across the 

geographically distributed systems [11]. Now-a-days, we 

have shifted the paradigm of computing from Grid to 

Cloud to leverage the strengths of both Cluster and Grid 

[12-15].  

There is no such algorithm exist to optimize the 

computing resources fully because most of the scheduling 

algorithms are either NP-Complete or NP-Hard [16] 

despite of seemingly unlimited computing resources in 

cloud computing environment. 

The scheduling problem can be defined as follows: a 

given set of tasks TL= {T1, T2, T3… Tn} to be assigned to a 

given set of virtual machines VML= {VM1, VM2…. VMm} 

with some predefined parameters. For instance, one of the 

widely measured parameters is Makespan (MSmax) which 

is defined as the maximum completion time among the 

tasks and mathematically defined as follows:  

 MSmax= max {MSj / j= 1, 2…n},                 (1) 

Where, MS is makespan of jobs j. 

It is needed to minimize the makespan while ensuring 

maximum resource utilization in order to achieve the 

effective load balancing in cloud computing. Fitness 

function and average utilization are calculated for any load 

balancing algorithms depending on the specific problem.  
The main advantage of scheduling algorithm is to 

achieve high performance in terms of system throughput by 
making the use of available resources efficiently. Job 
scheduling process in cloud can be distributed into three 
phases; they are Resource discovering and filtering, 
Resource selection, and Task submission [17]. In Resource 
Discovering and Filtering, datacenter broker discovers 
the resources present in the system and collects status 
information from Cloud Information Service (CIS) related 
to them. During Resource Selection process, target 
resource is selected to submit the task based on certain 
parameters of task and resource. Then during Task 
Submission, task is submitted to the resource selected.  

B. Load Balancing in Cloud 

Need of Load Balancing 

In a cloud computing environment, the portion of 

various undertakings to the VM is known as the load. 

Loads in the cloud system can be categorized as under-

loaded or over-loaded or balanced. Load balancing 

algorithms tries to equalize the total system loads by 

transferring the workloads from heavily loaded nodes to 

lightly loaded nodes transparently through cloud 

migration by aiming to maximize the total system 

throughput. The load balancing of tasks those are might be 

dependent or independent on virtual machines (VMs) is a 

critical part of assignment planning for clouds [18].  
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Load Balancing QoS Metrics 

Some essential load balancing metrics are needed to 

measure the performance of various load balancing 

algorithms. Other wisely termed as QoS (Quality of 

Service) performance metrics in cloud computing 

environment that effects in load balancing are described 

below: 

 Throughput: It indicates that how many processes or 

user requests (tasks) completed execution per unit time 

by a virtual machine. High in throughput means greater 

performance.  

 Response Time: It is the time duration between the 

submission and first response of any tasks given to 

execute in any virtual machine. So, as to achieve a 

greater performance, this time should be less enough. 

 Makespan: It is the total time required to complete all 

the tasks submitted to a virtual machine. This parameter 

ought to be least, on the grounds that the lesser time 

algorithm will take for culmination, good will be the 

performance. 

 Fault tolerance: It is the capabilities of the system to 

perform uninterrupted and uniform service even if one 

or more arbitrary nodes fail.  

 Migration time: The time required to transfer a task or 

a virtual machine from one physical machine to another. 

This migration may be either from a host to another host 

or a data center to a different data center. To accomplish 

a good performance in load balancing, this time should 

be less. 

 Degree of Imbalance: It measures the imbalance among 

virtual machines. 

 Energy Consumption: It is the amount of energy 

consumed by the devices used in the cloud computing or 

by the particular data centers. 

 Carbon Emission: It is the intensity of carbon generated 

of electric suppliers of a service. Emission of carbon of 

a service needs to be minimized or controlled though it’s 

badly affecting our environment. 

 Resource utilization: It is the notch to which the 

resources of the system like CPU, Memory, Storage, and 

Networking etc. are uniformly utilized. 

 Reliability: The task is transferred to any other virtual 

machine in case of any system failure to enrich the 

reliability of the system. 

 Band width (BW): It determines the regulating of 

outgoing traffic from the local network and incoming 

traffic sent by an internet agent. This disparity of traffic 

over a network needs to be managed. 

 These are the primary metrics to measure the load 

balancing but apart from these, many researchers have 

taken many other parameters into consideration as per 

their requirements such as BW, Overhead, Cost, 

Accuracy, Predictability, Thrashing, Associated 

overhead, Reliability, Associated cost. 

3. SURVEY OF SURVEY (SOS) 

All articles containing the term “Load Balancing in 

Cloud Computing” either in the title or in keyword, were 

first selected from scientific journals including Elsevier, 

IEEE, Springer, Wiley and other international journals. A 

tremendous number of works have been done in this topic 

for cloud computing. We have segregated the articles in 

terms of survey/review and experimental-based article. 

This section includes only survey/review article that are 

further mapped with respect to some parameters and 

summarized in Table I. 
We have presented a comparison of our survey with 

existing surveys in terms of some parameters that is 
presented in the following Table II. 

4. STATE-OF-ART ALGORITHMS AND ANALYSIS 

In the literature, the load balancing algorithms were 

classified either in one of the following ways:  

1. Static and Dynamic 

2. Based on system state and Based on who initiated 

the process. 

3. Nature inspired and Statistics-based 

In this section, we have classified load balancing 

algorithms into four broad categories depending on their 

nature of algorithms used for this purpose starting from 

traditional approach to hybrid heuristics and further sub-

divided into categories, as shown in the Fig. 1. Each of 

these algorithms is briefly discussed in the following 

subsections.  We have presented a review of various 

algorithms used and implemented by researchers of each 

category based on some criteria. Hence, we have classified 

this load balancing algorithm as follows: 

A. Traditional Algorithm 

This approach is the well-known CPU scheduling 
algorithms. CPU scheduling is a process which allows one 
process to be executed while other processes are in waiting 
queue, thus, to make full use of CPU. 

The operating system (OS) selects one of the processes 

from ready queue for the execution and allocates it to CPU. 

There are various types of load balancing scheduling 

techniques exist in distributed computing system. The two 

major types of traditional algorithms are preemptive and 

non-preemptive. Preemptive means to preempt the on-

going execution to serve a higher priority task and resume 

the execution once the high priority task is executed. It also 

depends on a priority which can be internal or external 

[33]. Each task is assigned with a priority of when a 

process is going to be executed. Examples of such 

scheduling algorithms include Round Robin and Priority 

based scheduling. 
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Figure 1. Classification of Load Balancing Algorithms 

 

Non-preemptive scheduling algorithms do not associate 

with any priority. The task that comes early can able to 

access the resources. If once the CPU is allocated to a task 

then the CPU is not taken away until completion. The 

algorithms that include are FCFS and SJF. CPU maintains 

a ready queue where all the tasks wait to be executed 

according to their time of arrival. This queue is generally 

stored as a linked list. 

We have presented a literature review in Table III who 

has worked on load balancing by using all thesetraditional 

algorithms. 

B. Heuristic Algorithms 

A heuristic is regarded as the optimization technique 

for solving problems more quickly when the classical or 

traditional techniques are too slow or merely fails to find 

out the exact solution. Therefore, it is also called as 

approximation algorithms. The objective of heuristic 

technique is to produce a solution for a particularproblem 

in a reasonable time quantum. The solution may not be the 

best suited but can approximate the optimal solution. This 

algorithm finds out the possible solution with a tactical 

guess. It may produce result by themselves or in 

conjunction with any optimization methods to enhance the 

performance.  

Heuristics techniques can be both static and dynamic. 

Static heuristic is applied when the completion time of 

tasks is known in advance. Dynamic heuristic can be used 

when the arrival of tasks is dynamic in nature. This section 

focuses on heuristic algorithms [40] such as Min-min, 

Max-min, RASA (a hybrid approach) and Improved Max-

min. 

 

The above discussed heuristic-based load balancing 

literature is briefly presented in Table IV.  It includes the 

algorithm, research focus, tools used and future scope. 

From the presented algorithms, it is clear that there are 

number of contributions towards developing the load 

balancing algorithms. However, still there is a space for 

improving the load balancing algorithms. 

C. Meta-heuristic Algorithm 

The origin of metaheuristics is found in the Artificial 

Intelligence and Operation Research communities [50]. 

Heuristic techniques could not able to generate near 

optimal solution rather it could generate only a very 

limited number of different solutions. The biggest 

disadvantage of heuristic methods is to stop at poor quality 

local optima while finding for the solution which led to the 

development of an iterative improvement method called as 

Metaheuristics [51-52].Metaheuristics, basically tries to 

combine the higher-level approximate methods to guide 

the local improvement procedures in order to effectively 

and efficiently exploring a search space [53].  

According to Voss [54], a meta-heuristic is: “an iterative 

master process that guides and modifies the operations of 

subordinate heuristics to efficiently produce high-quality 

solutions. It may manipulate a complete (or incomplete) 

single solution or a collection of solutions per iteration. 

The subordinate heuristics may be high (or low) level 

procedures, or a simple local search, or just a 

construction method.” 

In high computational complexity, these exact 

algorithms cannot be used [55]. Metaheuristics have been 

successfully applied to real time problems with stringent 

response time with the advent of increasingly powerful 

computers and parallel platforms [56-57]. The key idea of 

this outline is to use three operators as transition, 

evaluation and determination– to search for the possible 

solution [58]. There are two common transition methods 

are used as Perturbative and Constructive [59] for the 

combinatorial problems. 

 

Classification of Metaheuristic Algorithms 

Different metaheuristic algorithms which are used in 

the load balancing can be classified as shown in Fig. 2. The 

algorithms include Local Search [60], Single Solution, 

Population based algorithm, evolutionary algorithms and 

Swarm-based Algorithms [68-69]. In this paper, we have 

classified the algorithms with respect to the search strategy 

and the solution-based and categorized the algorithms 

according to this classification. 
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Figure 2. Classification of Meta-heuristic Algorithms 

 

Natural examples of such algorithm include Simulated 

Annealing [61], Tabu search [62-64], Iterated local search, 

Guided local search, Genetic programming [65], 

Evolutionary computation [66], Genetic algorithm [67], 

Particle Swarm Optimization [70-71], Ant Colony 

Optimization [72-73], Artificial Bee Colony/Honeybee 

[74-75], and Intelligent Water Drop (IWD) [76-77], 

Gravitational Search Algorithm (GSA) [78], BAT 

algorithm [79], FireFly algorithm [80-81], Cuckoo search 

[82-83], League Championship Algorithm (LCA) [84] etc. 

Summarization of enlisted metaheuristics articles have 

been presented in the Table V with respect to few factors 

such as Paper name, Research focus, Compared 

Algorithm, Simulation environment, Future work etc. 

D. Hybrid Algorithm 

In this subsection, we have presented a general 

overview on hybridization. Afterwards, we have analyzed 

various popular hybrid techniques of load balancing and 

summarized thereafter. A general classification is also 

provided that is depicted below in Fig. 3. Several hybrid 

techniques along with its features are discussed. 

In general, Hybrid methods have been proposed along 

with the metaheuristic techniques to get reaps of the 

advantages of algorithms while surmounting the pitfalls by 

integrating the different classes of metaheuristic. Thus, 

hybrids are believed to benefit from synergy [114]. This 

mechanism has been popular in the area of optimization 

by its efficiency of each integrated mechanism. The 

significance of combining the population-based methods 

is due to its exploring capability. 

We have categorized this hybrid mechanism into three 

sections by their searching space as shown in the Fig. 3. 

Table VI shows the overview of three categories of 

hybrid classification that have been done in literature. 

 

 
Figure 3. Classification of Hybrid Heuristic Algorithms 

5. OVERALL ANALYSIS OF SURVEY 

In this section, we have analyzed the survey based on 

two categorizations as follows: 

A. Categorization based on Techniques 

We have analyzed only Metaheuristics Techniques for 

this categorization as being depicted in Table VIII and it is 

evident that during the year 2011 to 2015, most of these 

techniques were used to solve the load balancing issues in 

cloud environment. We have also represented this figure 

through a graph as shown in Fig. 4. 

B. Categorization based on Parameters 

In this section, we have analyzed the QoS parameters 

of Metaheuristic Algorithms being used in different 

literature to evaluate the efficiency of proposed load 

balancing algorithms. It is presented in the Table VII as 

shown below. We have also represented this analysis 

through graph as shown in Fig. 5. 

6. DISCUSSION 

We started out our survey by investigating the different 

literature and showcased it in Table I. We presented a 

comparison of our survey with the existing survey in Table 

II.  Furthermore, we have drawn a state-of-the-art 

algorithm and elaborated each of the branches and 

summarized the analysis in Table III, IV, V, and VI. At the 

end, we have presented an overall analysis and survey 

based on techniques that have been used in solving load 
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balancing problems and parameters, against which they 

have validated their techniques and conferred it in the 

Table VII and VIII. 

 

 
 

Figure 4. Graphical Representation of Techniques 
 

The following observations have been made based on 

the survey: 

 The traditional algorithms (e.g., FIFO, FCFS, SJF, RR 

etc.) are rule-based deterministic scheduling algorithms 

that use only one search direction. These techniques 

cannot be used for the optimization problem rather can 

be integrated with some heuristic techniques. 

 Heuristic techniques are developed to solve complex 

problems with low time complexity. It is insufficient to 

solve when the search space increases with the problem 

size. It is evident from the literature that, the heuristic 

methods are incapable to find out the near optimal 

solution in a reasonable time. Moreover, this algorithm 

is ineffective to solve large scale multimodal and 

combinatorial problems.  

 Many researchers have applied meta-heuristic 

algorithms to overcome the drawbacks of heuristic 

techniques due to its advantages over heuristic. These 

algorithms are not problem specific; hence, can be 

employed in many series of problems. They may 

integrate with other mechanisms to avoid getting stuck 

in local optima. These algorithms are capable enough to 

find out near-to-optimal solutions within a reasonable 

time due to exploration and exploitation. These can be 

applied in solving combinatorial and multimodal 

solutions. Literature shows that, these algorithms 

perform better but they do not guarantee to have an 

optimal solution due to some unavoidable disadvantages 

of algorithms. For instance, binary PSO suffers from 

poor convergence rate and classical PSO has the 

disadvantage of getting trapped in local optima. GA 

succumbs to the premature convergence and 

unpredictable results whereas GSA takes long 

computational time.In case of GA, it also uses complex 

parameters in selection and crossover and uses difficult 

encoding schemes. The quality of solution can be 

enhanced by generating the initial population. For 

example, in PSO and GA, the initial population can be 

obtained by using local search techniques. Many 

researchers try to improve the quality of solution by 

modifying the transition operators used in meta-heuristic 

algorithm [25]. For instance, in ACO, the updating of 

pheromone greatly affects the search strategy.   

Generally, the amalgamation of two or more 

metaheuristic algorithms or combing metaheuristic with 

heuristic reflect the advantages of these algorithms to 

accomplish the better result in terms of performance and 

quality of solution. This is termed as Hybrid meta-

heuristic.One of the major significances of integration is 

that the lacunae of one algorithm can be overcome by the 

advantages and strengths of other algorithms. In case of 

Single solution, GA is combined with SA and PSO is 

combined with BF and TS that help in finding the best 

solution in those local regions.In Population-based 

hybridization technique, [117] have combined ACO 

with CS to reap the benefits of both the algorithms while 

in [118]; ACO is combined with PSO, so that the 

algorithm should not trap in local optima. In 3rdcategory, 

ACO is combined with network theory and GA is 

combined with the Fuzzy theory. It is witnessed in the 

literature that it outperforms better than any other 

algorithms due to its “power of two choices” concept 

[125].   

 The efficiency of each algorithm is measured by its time 

complexities. From the literature, it is found that time 

complexity of heuristic approach is Ο(lNM2), where l 

indicates the number of iterations, N is the population 

size and M is the number of sub solutions. The time 

complexity of hybrid heuristic is Ο(lnm3), where m is the 

number of machines and n is the number of jobs.  

7. CONCLUSION AND FUTURE SCOPE  

The resource constraint environment of cloud 

computing compels to distribute the loads evenly among 

the cloud nodes (VMs). During the addressing to the above 

scenario, the major factors which are considered such as 

energy consumption and carbon emission along with other 

QoS criteria at data centers. In our survey, we have 

presented a unique classification as Survey of Survey 

(SoS) based on our historical review. In this paper, 

taxonomy of load balancing algorithms that we have so far 

is elucidated. Each category of algorithms is further 

analyzed and summarized the outcomes in the form of 

tables. This can be extended by optimizing the load 

distribution amidst several VMs by reducing the 

aforementioned issues. Hence, there is a great scope of 
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improvement in the underlined algorithms which should 

be taken as a great concern for further studies. 

 

 

 

Figure 5. Graphical Representation of QoS Parameters 

 

TABLE I. Survey of Existing Literature Survey 
 

Year Journal Author Title of Paper Contribution 

2010 [19] 

IEEE 24th International 

Conference on 

Advanced Information 
Networking and 

Applications 

Workshops 

Martin Randles, 

David Lamb, A. 

Taleb-Bendiab 

A Comparative Study 

into Distributed Load 
Balancing Algorithms 

for Cloud Computing 

 Investigated 3 possible algorithms for load balancing as 
Honeybee Foraging Behaviour, Biased Random Sampling 

and Active Clustering.                                         

 Simulated the performance result against Throughput vs. 
System Size and Throughput vs. System Diversity. 

2012 [20] 

[21] [22] 

IEEE Second 

Symposium on 
Network Cloud 

Computing and 

Applications 

Klaithem Al 

Nuaimi, Nader 

Mohamed, 
Mariam Al 

Nuaimi and 

Jameela Al-
Jaroodi 

A Survey of Load 

Balancing in Cloud 
Computing: 

Challenges and 

Algorithms 

 Classification is based on traditional   approach (Static & 
Dynamic).                                                           

 Makes comparison based on algorithms they have reviewed 
and challenges that they have outlined.                                                

 One of the algorithms (DDFTP) lacks in terms of storage 
utilization.                                     

Journal of Information 

Systems and 
Communication 

Nidhi Jain Kansal, 

Inderveer Chana 

Existing Load 

Balancing Techniques 

in Cloud Computing: 
A Systematic 

Review 

 Classification based on load balancing techniques.                                              

 Makes comparison based on techniques and performance 
metrics.                                                           

 Makes an analysis on findings of existing literatures.   

IJCSI International 
Journal of Computer 

Science Issues 

Nidhi Jain Kansal, 

Inderveer Chana 

Cloud Load Balancing 

Techniques: A Step 

Towards Green 
Computing 

 Discussed various load balancing algorithms and presented 
a comparison based on different parameters (metrics).                                                 

 Discussed these techniques from the view point of carbon 
emission and energy consumption. 

2013 [23] 

[24] 

International Journal of 

Computers & 
Technology 

Amandeep Kaur 

Sidhu, 
SupriyaKinger 

Analysis of Load 

Balancing Techniques 
in Cloud Computing 

 Classified the algorithms in terms of system load and 

system topology.  

IJCSI International 

Journal of Computer 
Science Issues 

Suriya Begum, 

Dr.Prashanth 
C.S.R 

Review of Load 

Balancing in Cloud 
Computing 

 Analysedthe 7 load balancing techniques (Event-driven, 
VectorDot, LBVS, Server-based LB, Fuzzy Logic, PSO, 

Task Scheduling) 

2015    

[25] [26] 

Egyptian Informatics 

Journal 

Mala Kalra, 

Sarbjeet Singh 

A review of 
metaheuristic 

scheduling techniques 

in cloud computing 

 Metaheuristic algorithms (PSO, GA, ACO, LCA & BAT) 
are surveyed and analysed comparatively for cloud and 

grid.                                                                                  

 Presented a systematic literature review on each algorithm.  

International Journal of 
Computer Applications 

Danlami Gabi, 

Abdul Samad 
Ismail, Anazida 

Zainal 

Systematic Review on 

Existing Load 
Balancing Techniques 

in Cloud Computing 

 Presented a systematic review on existing load balancing 

algorithms.                                                              

 Derived a comparative analysis of all algorithms in terms of 

their shortcomings, performance metrics, issues addressed. 
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2016 [27] 

[28] 

Journal 
ofNetworkandCompute

rApplications 

Jiangtao Zhang, 
HejiaoHuang, 

XuanWang 

Resource provision 
algorithms in cloud 

computing: A survey 

 To realize the objectives of resource provisioning, articles 
and algorithms are surveyed and viewed.                                              

 Techniques in algorithms are classified and analysed 

systematically.                                                                        

 Addressed the issues and lacunae of traditional approaches.  

Journal 

ofNetworkandCompute
rApplications 

AlirezaSadeghiMi
lani, 

NimaJafariNavimi

pour 

Load balancing 
mechanisms and 

techniques in the cloud 

environments: 
Systematic literature 

review and future 

trends 

 Proposed a systematic literature review of existing load 
balancing algorithms (Dynamic & Hybrid).                                           

 Presented the properties of different load balancing 
mechanisms including advantages and disadvantages.                     

 Detailed classification is done based on different cloud 
metrics.                                                                        

 Addressed the challenges and open issues associated with 

these algorithms. 

2017 [29] 

[30] [31] 

Journal of Network and 

Computer Applications 

EinollahJafarnejad

Ghomi, Amir 
MasoudRahmani, 

NooruldeenNasih

Qader 

Load-balancing 
algorithms in cloud 

computing: A survey 

 Studied and presented a state-of-the-art classification on 

task scheduling and load balancing algorithms.                                                                              

 Analysed and reviewed 7 categories of load balancing 
algorithms and summarized it in the QoS metrics.                                                                                    

 Provided an insight into the open issues and guidelines for 
the future research. 

Concurrency Computat: 

PractExper., Wiley 

Minxian Xu, 

Wenhong Tian, 
RajkumarBuyya 

A survey on load 

balancing algorithms 

for virtual machines 
placement in cloud 

computing 

 Identified the challenges and analysed the existing load 
balancing algorithms to allocate VM to host in IaaS.                                                                                          

 Surveyed algorithms are classified according to the 
classification.                                                                         

 Provided a comprehensive and comparative analysis of 

historical load balancing algorithms.                                       

 Provided an insight to the researchers for future 

enhancements. 

Journal of Network and 
Computer Applications 

Avnish Thakur, 

Major Singh 

Goraya 

A taxonomic survey on 
load balancing in cloud 

 Presented a taxonomic load balancing classification in 

terms of Nature-inspired and Statistics-based.          

 Represented each algorithm through flowchart.          

 Analysed and summarized reviewed state-of-the-art 
algorithms in tabular manner.                                                          

 Presented the metrics used in different articles through pie-

chart.                                                                  

 Discussed the challenges and open issues along with their 

possible solution.   

2018 [18] 

Journal of King Saud 
University – 

Computer and 

Information Sciences 

Sambit Kumar 

Mishra, 

BibhudattaSahoo, 
PritiParamitaParid

a 

Load balancing in 

cloud computing: A 
big picture 

 Outlined a taxonomic survey on load balancing algorithm 
in terms of Static and Dynamic.                                                    

 Presented and summarized a detail approach in load 
balancing algorithms.                                                           

 Classified the algorithms based on corresponding 
performance metrics.                                                           

 Simulated the performance of few heuristic algorithms in 
terms of Makespan and Energy consumption and 

represented through graphs.  

2019 [32] 
Future Generation 

Computer Systems 

AR. Arunarani, D. 
Manjula, 

VijayanSugumara

n 

Task scheduling 
techniques in cloud 

computing: A literature 

survey 

 Discussed a comprehensive survey on task scheduling and 
the associated metrics.                                                           

 Addressed the various issues pertaining to scheduling and 
the limitations to overcome.                                                      

 Distinctive scheduling procedures are studied to discover 
the usefulness of scheduling characteristics.                           

 Organized literature survey based on 3 measures: methods, 

application, and parameter-based. 

 Identified the future research issues related cloud 

computing.   
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TABLE II. Comparison of the Present Survey with the Existing Survey

 
TABLE III. Literature review of Traditional Algorithms 

 

SL. NO PAPER NAME ALGORITHM USED RESEARCH FOCUS 
COMPARED 

WITH 
TOOLS FUTURE SCOPE 

1 [34] 

 Elastic and 

flexible deadline 
constraint load 

balancing 

algorithm for 
cloud computing, 

2018 

Resource provisioning 
and de-provisioning 

To propose an architecture 
that capable of handling 

maximum user requests 

and elasticity mechanisms 
using threshold. 

FCFS                          

SJF                           

MIN-MIN 

CloudSim NA 

2 

[MRR] 

[35] 

Task scheduling 
algorithm in cloud 

computing based 

on modified round 
robin algorithm, 

2018 

Modified Round Robin 

(MRR) 

To present a review study 

on various scheduling 
algorithm with a case study 

of MRR that shows the 

average waiting time. 

RR CloudSim 

To experiment the 
effect of other 

parameters such as 

VMs, DCs, memory, 
BW and test it on real 

environment. 

3[HRR] 

[36] 

 Round Robin 
Inspired History 

Based Load 

Balancing Using 
Cloud Computing, 

2018 

Round Robin Inspire 

History Based 
Algorithm 

To develop a fog-based 
environment with the 

connection of Cloud and 

Cluster by taking data from 
end users and by 

considering two service 

broker policy. 

Honey Bee, RR 

Cloud 

Analyst 
with Java  

Can be extended to 
simulate on different 

parameters and with 

different algorithms. 

4 

[HEFT] 

[37] 

 Modified HEFT 
Algorithm for task 

Scheduling in 

Cloud 
Environment, 

2018. 

Modified Heterogenous 

Earliest Finish Time 
(HEFT) 

To develop a modified 
algorithm of existing 

HEFT to distribute the 

workload among 
processors in an effective 

way to reduce the 

makespan. 

HEFT, CPOP 
CloudSim 

and DAG 
NA 

5 [SJF] 

[38] 

 Resource 

Management and 

Scheduling in 

Cloud Computing 

Environment, 

2013 

SRTF (SJF) 

To propose a model for 

job-oriented resource 

scheduling and analyses 

the algorithms by 

considering Round Robin, 

Pre-emptive Priority and 
Shortest Remaining Time 

First. 

RR, 

Preemptive 
Priority (PP) 

Traditional 

approach 

To propose a new 

algorithm and can be 

compared with other 
algorithms by taking 

different parameters. 

6 [39] 

Deadline 
constrained based 

dynamic load 

balancing 
algorithm with 

elasticity in cloud 

environment, 
2018 

Dynamic Load 

Balancing Algorithm 
with Elasticity 

To develop a dynamic 
scheduling algorithm that 

balances the workload 

among all the virtual 
machines with elastic 

resource provisioning and 

de-provisioning based on 
the last optimal k-interval 

to achieve better 

scalability. 

FCFS                          

SJF                           
MIN-MIN 

CloudSim 

Can be extended to 

simulate on different 

parameters like QoS 
and can be tested in 

OpenNebula 

References [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [18] [32]   

Year 
2010 2012 2013 2015 2016 2017 2018 2019 

Present 

Survey 

Comparative 

Analysis 
Y Y Y Y N Y Y Y Y Y Y Y Y Y Y Y 

State-of-the-Art 
N N N Y N N Y N N Y Y N Y Y Y Y 

Graphical 

Representation N N N N N N N Y N Y Y N Y Y Y Y 

Taxonomy N N N N N N Y N N N Y Y Y Y N Y 

Flowchart 
Representation 

N N N N N N N N N N N N Y N N Y 

Survey of 

Survey (SoS) N N N N N N N N N N N N N N N Y 
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TABLE IV. Literature review of Heuristics Algorithms 

 

 

SL. 

NO 
PAPER DETAILS 

ALGORIT

HM USED 
RESEARCH FOCUS 

COMPAR

ED WITH 
TOOLS FUTURE SCOPE 

1 

[41] 

QoS guided min-min 

heuristic for grid task 
scheduling, 2003 

QoS 
Guided 

Min-Min 

heuristic 

To propose an algorithm to cater 

the needs of QoS and deals with 

many other issues in Grid 
Computing as security, data 

administration etc. 

Min-Min GridSim 

Can be embedded in multi-
dimensional QoS in task 

scheduling and can be 

implemented in an actual Grid 
environment for practical 

evaluation and theoretical 

refinement. 

2 

[42] 

 A Min-min Max-min 
Selective Algorithm 

for Grid Task 
Scheduling, 2007 

Selective 

Min-Min 

Max-Min 

To develop an algorithm which 
deals with the cons of two 

algorithms and take the 

advantages of both based on 

standard deviation of the 

expected completion time of 
tasks on resources. 

Max-Min 

and Min-

Min 

GridSim 

This is limited to only standard 
deviation. This selective algorithm 

can be applied on deadline of each 

task, cost of execution on each 

resource, cost of communication 

and can also be implemented for 
practical use. 

3 

[43] 

RASA: A New Task 
Scheduling Algorithm 

in Grid Environment, 

2009 

RASA 

To develop an algorithm which 

takes the advantage of and cope 

up with Max-Min and Min-Min 
and to estimate the completion 

time of each task first and 

schedule under algorithms 
alternatively. 

 

Max-min, 

Min-min, 

OLB, QoS 
guided 

Min-min 

and QoS 
priority 

grouping 

GridSim 

Deadline, arriving rate, cost of 
each task, execution on each of the 

resource, cost of the 

communication and many more 
can be a topic of research and can 

be implemented practically on 

Grid environment. 

4 

[44] 

Improved max-min 

heuristic model for task 

scheduling in cloud, 
2013 

Improved 

Max-Min 

To propose an algorithm to 
overcome the disadvantages of 

Max-Min algorithm and to 

design an algorithm to allocate 
tasks into resources that build on 

RASA algorithm.  

Min-Min, 
Max-Min, 

RASA 

Not 
Mentione

d 

can be optimized and produced 
more efficient makespan by using 

another meta-heuristic approach 

5 

[45] 

 User-priority guided 
Min-Min scheduling 

algorithm for load 

balancing in cloud 
computing, 2013 

PA-
LBIMM 

To propose an improved load 

balanced algorithm to reduce 
the makespan and increase the 

resource utilization (LBIMM) 

based on Min-Min and also 
considered user's priority from 

the perspective of CSP. 

Min-Min, 
LBIMM 

Matlab 

can be improved this algorithm by 

considering different parameters 
like task deadline, QoS, network 

etc. 

6 

[46] 

 Efficient task 

scheduling algorithms 
for heterogenous 

multi-cloud 

environment, 2015 

MCC, 
MEMAX, 

CMMN  

To propose these algorithms for 
heterogeneousmulti-cloud 

environment for scheduling 

workloads by minimizing 
makespan and maximizing the 

cloud utilization. 

RR, 

CLS,CMA

XMS,CM
MS 

MATLA

B R2012a 
NA 

7 

[47] 

A heuristic clustering-

based task deployment 
approach for load 

balancing using Bayes 

theorem in cloud 

environment, 2016 

Bayes and 

Clustering 
(LB-BC) 

To propose a heuristic approach 
to finding the optimal physical 

host for task deployment by 

achieving a long-term load 
balancing strategy for cloud 

data centres to provide an 

efficient performance. 

RD 
(Random 

Deploymen

t), DLB 
(Optimal 

Deploymen

t Strategy) 

CloudSi

m 

This approach only applies to LAN 
and can be extended to WAN and 

also it can be implemented in real 

world computing. 

8 

[48] 

 Task scheduling 

algorithms for multi-

cloud systems: 
allocation-aware 

approach, 2017 

AXB 

algorithm 
(AMinB) 

(AMaxB) 

(AMinMax
B) 

To propose three allocation-

aware task scheduling 
algorithms for heterogeneous 

multi-cloud environment to 

provide a unified service in a 
collaborative way 

Max-Min, 

Min-Min, 
Min-Max 

MATLA

B R2014a 

Simulating these algorithms based 
on different parameters as 

execution cost, transfer cost and 

deadline and to design a robust 
cloud manager by incorporating 

adverse conditions as slack time, 

uncertainty and fault tolerance. 

9 

[49] 

 Cost Effective Expa-

Max-Min Scientific 
Workflow Allocation 

and Load Balancing 

Strategy in Cloud 
Computing, 2018 

Expanded 
Max-Min 

(Expa-

Max-Min) 

To propose an algorithm to 

effectively give opportunity to 
the task with maximum and 

minimum execution time to be 

scheduled for a reduce cost and 
time by overcoming Max-Min. 

Max-Min, 

Min-Min 

CloudSi

m 
NA 
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TABLE V. Literature review of Meta-heuristics Algorithms 

SL. 

NO 

  ALGOR

ITHM 

USED 

PAPER NAME RESEARCH FOCUS 

COMPA

RED 

WITH 

TOOL

S 
FUTURE SCOPE 

1 

[85] 

L

O

C

A

L

S

E

A

R

C

H 

Stochasti

c Hill 
Climbing 

(SHC) 

Load balancing in 

Cloud Computing 

using Stochastic hill 
Climbing - A Soft 

Computing Approach, 

2012 

To propose a soft computing 

approach to allocate incoming jobs 

to VMs. 

RR, 
FCFS 

Cloud 

Analys

t 

This problem can be tested and 

implemented using other soft 
computing approaches for better 

improvement. 

2 

[86] 

S

I

N

G

L

E  

 

S

O

L

U

T

I

O

N 

Simulate

d 
Annealin

g (SA) 

Simulated-Annealing 

Load Balancing for 

Resource 
Allocation in Cloud 

Environments, 2013 

To present a simulated-annealing 

load balancing algorithm for solving 

the 

resource allocation and scheduling 

problem in a cloud computing 
environment. 

RR, 

Basic SA 

Cloud 

Sim 

Multi-dimensional resources 

need to be considered and 

migration cost as a performance 
metrics should be taken into 

consideration. 

3 

[87] 

 Resource Allocation 

in Cloud using 

Simulated Annealing, 
2014 

To propose a method (Priority Fit 

SA) to solve the resource allocation 

problem in multi-layers cloud 
computing. 

FCFS 
JAVA 
Simula

tor 

Cooling speed may vary with 

respect to temperature. 

4 

[88] 

Simulated Annealing 

(SA) based Load 
Balancing 

Strategy for Cloud 

Computing, 2015 

To propose a method that balances 
the loads among the VMs in cloud 

environment. 

RR, 
FCFS, 

SHC 

Cloud 
Analys

t 

This problem can be tested and 

implemented using other soft 

computing approaches for better 
result. 

5 

[89] 

P

O

P

U

L

A

T 

I

O

N

B

A

S

E

D

(

E

V

O

L

U

T 

I

O

N

A

R

Y

) 

Genetic 

Algorith
m (GA) 

GA-based task 

scheduler for the cloud 

computing systems, 
2010 

This paper proposes a new 
scheduler which makes a scheduling 

decision by evaluating the entire 

group of tasks in the job queue. GA 
is used as optimization method for 

the new scheduler. 

FIFO, 

Delay 

Scheduli
ng 

JAVA 
Simula

tor 

The balance of GA computation 

time and efficiency need to be 
done. More focus needs to pay 

for predicting the execution 

time of each task. 

6 

[90] 

A Genetic Algorithm 
(GA) based load 

balancing strategy for 

cloud computing, 2013 

To balance the load of the cloud 

infrastructure by minimizing 

makespan of a given tasks by 
considering a scenario of internet 

banking of an International Bank. 

RR, 
FCFS, 

SHC 

(own 
proposed 

approach

) 

CloudS

im, 

Cloud 
Analys

t 

Variation of crossover and 
selection strategies of GA could 

be applied for getting a more 

efficient and tuned result. 

7 

[91] 

Load Balancing Task 

Scheduling 

based on Genetic 
Algorithm in Cloud 

Computing, 2014 

To develop an algorithm that works 

not only for shorter and average jobs' 

makespan but also to balance the 
inter-nodes loads. Based on double-

fitness function (Spanning time & 

load balancing (JLGA)) and adopts 
greedy algorithm to initialize the 

populations. 

Adaptive 
Genetic 

Algorith

m (AGA)  

Matlab 

Jobs' priority must be taken into 
consideration and to adopt 

dynamic global adaptive control 

strategy in genetic algorithm. 

8 

[92] 

Effective Resource 
utilization in a cloud 

computing 

environment through a 
dynamic well-

organized load 

balancing algorithm 
for VMs, 2016 

To develop a well-organized load 

balancing algorithm in order to 
distribute the loads on VMs in the 

network by reducing the cost and 

energy consumption and avoiding 
the congestion in the network by 

improving the performance. 

Not 

Mentione

d 

VMWa

re 

workst
ation 

9VMot

ion) 

Servers may be added to testify 
the results. 

9 

[93] 

 

 

 

 

 

 

 

Particle 

Swarm 

Optimiza
tion 

(PSO) 

A Particle Swarm 
Optimization-based 

Heuristic for 

Scheduling Workflow 
Applications in Cloud 

Computing 

Environments, 2010 

To present a particle swarm 
optimization (PSO) based heuristic 

to schedule applications to cloud 

resources that takes into account 
both computation cost and data 

transmission cost and it outperforms 

better than compared one. 

Best 

Resource 
Selection 

(BRS) 

Algorith
m 

JSwar

m 

Can integrate 
PSO based heuristic into our 

workflow management system 

to schedule workflows of real 
applications such as brain 

imaging analysis, EMO, and 

others. 
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10 

[94] 

 

 

P

O

P

U

L

A

T 

I

O

N

 

B

A

S

E

D

 

(

S

W

A

R

M

-

I

N

S

P 

I

R

E

D

 

A

L

G

O

R

I 

T

H

M

) 

A PSO-Based 
Algorithm for Load 

Balancing in Virtual 

Machines of Cloud 
Computing 

Environment, 2012 

Improved the standard PSO and 

introduce a simple mutation 
mechanism and a self-adapting 

inertia weight 

method by classifying the fitness 
values. Optimizes the execution time 

in terms of running time and 

resource utilization. 

SPSO Matlab 

The problems like restrictions 

from bandwidth, problems in 
job decomposition, and energy 

costs of cloud data centres need 

to be addressed. 

11 

[95] 

Task-Based System 

Load Balancing in 
Cloud 

Computing Using 

Particle Swarm 
Optimization 

(TBSLBPSO), 2014 

To propose a TBSLBPSO 
that achieves system load balancing 

by only transferring extra tasks from 

an 
overloaded VM instead of migrating 

the entire overloaded VM to a new 

VM and to develop a multi-objective 
PSO (MOPSO) to migrate the loads. 

Not 

Specific. 

(other 
traditiona

l 

methods 
for load 

balancing

) 

CloudS

im, 

Jswarm 

Can be extended by integrating 
MOPSO in Jswarm and 

considers other aspects of task 

scheduling optimization as 
objective. 

12 

[96] 

Enhanced Particle 

Swarm Optimization 

for Task Scheduling in 
Cloud 

Computing 

Environments, 2015 

To propose a model for scheduling 

and allocating tasks to VMs by 

considering different parameters 
such as reliability, execution time, 

transmission time, make span, round 

trip time, transmission cost. 

standard 
PSO, 

random 

algorithm
, LCFP 

Not 

mentio

ned 

Can be tested for other 

parameters of load balancing 
and cam be used for any number 

of tasks and resources. 

13 

[97] 

A PSO based task 
scheduling algorithm 

improved using a load 

balancing technique 
for cloud computing 

environment, 2017 

To present a static task scheduling 

method based on PSO where tasks 
are assumed to be non-pre-emptive 

and independent by improving the 

performance of basic PSO   

RR, 

Improved 
PSO, 

Improved 

RASA 

CloudS

im, 

ANOV
A 

Can be expanded the method for 

workflow application and 
taking QoS criteria like fault 

tolerance capability and cost 

reduction 

14 

[98] 

Ant 

Colony 

Optimiza
tion 

(ACO) 

Cloud task scheduling 
based on load 

balancing ant colony 

optimization, 2011 

To propose an algorithm (LBACO) 

that aims to minimize the makespan 
of a given task sets. 

FCFS, 

Basic 
ACO 

CloudS

im 

Can be implemented in real 
computing, availability vector 

should be considered for 

heterogeneous processing. 

15 

[99] 

Ant Colony 
Optimization: A 

solution of load 

balancing in cloud, 
2012 

To develop an effective load 
balancing algorithm using ACO to 

maximize and minimize different 

parameters for the clouds of 
different sizes, propose to develop 

an ant-based control system to 

implement two sets of mobile 
agents. 

Not 

Mentione

d 

NS2 

Gap: no formation of cluster in 
the cloud and does not consider 

fault-tolerance issue. Future 

Work: implementation this in a 
complete cloud environment 

16 

[100] 

Load balancing of 

nodes in cloud using 

ant colony 
optimization, 2012 

To propose a modified version of 
standard ACO to distribute the loads 

among VMs where the ants 

continuously update a single result 
set rather than updating their own 

result set. 

Basic 

ACO 

JAVA 
Simula

tor 

Can be compared with any other 

algorithm for performance and 

can be validate using the 
performance parameters. 

17 

[101] 

An ant colony based 
load balancing strategy 

in cloud computing, 
2014 

Proposes a novel ant colony-based 

algorithm to balance the load by 
searching under loaded node 

FCFS, 

SHC, 

GA, 
existing 

ACO  

Cloud 

Analys
t 

Can proceed to include the fault 

tolerance and different function 

variation to calculate the 
pheromone value can be used 

for further research work. 

18 

[102] 

Dynamic and Elasticity 

ACO load balancing 
algorithm for cloud 

computing, 2017 

To present an innovative, dynamic 

and elastic algorithm to perform load 

balancing among existing systems in 

a data centre by using ACO and 
makespan as a parameter 

FCFS, 

M-ACO, 

ACO 

CloudS
im 

Can be extended and tested 

against other parameters for the 

reliability and scalability terms 

19 

[103] 

Load Balancing based 
task scheduling with 

ACO in cloud 

computing, 2017 

To propose a meta-heuristic 

approach of ACO algorithm to solve 
the task scheduling problem in cloud 

environment by minimizing the 

makespan/computation time to have 
better load balancing. 

NAGA-ii 

algorithm 

CloudS

im 

Can be extended by taking other 

parameters into consideration 

and compare with other existing 
algorithms to have better 

performance. 
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20 

[104] 

Honey 

Bee 

Honey Bee behavior 
inspired load balancing 

of tasks in cloud 

computing 
environment, 2013 

To achieve well balanced load 
across VMs for maximizing 

throughput and to balance the 

priorities of tasks on the machine to 
achieve minimal waiting time. 

DLB, 

FIFO, 

WRR 

CloudS
im 

Extend the load balancing for 

workflows with dependent 
tasks; plan to improve the QoS 

parameter. 

21 

[105] 

Load balanced 

Transaction 
Scheduling Using 

HoneyBeeoptimization 

Considering Per 
formability in On-

Demand computing 

system, 2017 

To enhance the resource availability 

by decreasing the load and also 

increases per formability and 
reduces miss ratio. 

ACO, 

HLBA, 
DLB and 

Randomi

zed 

Soft 

Compu
ting 

approa

ch and 
Colore

d Petri 

Nets  

Can be extended this work to 
analyse the dependability of the 

system 

22 

[106] 

Intelligen
t Water 

Drops 

(IWD) 

An Extended 

Intelligent Water drops 
Algorithm for 

workflow scheduling 

in cloud computing 
environment. 

To propose an extended algorithm of 

the natural-based Intelligent Water 
Drops (IWD) for scheduling on a set 

of workflows of different types and 

sizes in cloud to have a greater 
performance.  

Min-Min, 
MaxMin, 

FCFS, 

RR, 

MCT, 

PSO, C-
PSO 

Workfl
ow 

simulat

or 

Plan to replace the proposed 

IWD with an Improved IWD 

algorithm by considering other 

parameters such as energy usage 

of the resources. 

23 

[107] 

Bacteria 

Foraging 

Optimiza
tion 

(BFO) 

Online and Offline 
based load balance 

algorithm in cloud 

computing, 2017 

To propose an improved algorithm 

where online algorithm is used to 
deal with the load balance problems 

and offline algorithm is used for 

global scheduling to ensure the 
stability of whole systems. 

Greedy, 

RR,  Min-

Min, 
MinF, 

MaxMin, 

MaxF, 
BFO, 

BFO-H 

CloudS

im 

To improve the performance of 
different cloud scheduling 

systems based on proper choice 

of load balancing algorithm 

24 

[108] 

League 

Champio
nship 

Algorith

m [LCA] 

Tasks Scheduling 

Technique using 

League Championship 
Algorithm for 

Makespan 

Minimization in IAAS 

Cloud, 2014 

Propose a League Championship 

Algorithm (LCA) based makespan 

time minimization scheduling 
technique in IaaS cloud. 

FCFS, 

Last Job 
First 

(LJF) and 

Best 
Effort 

First 

(BEF) 

Matlab 

This technique can be used and 
tested for other metrics and can 

be applied in various domains 

like big data, routing problem in 
distributed networks, learning 

the Structure of Bayesian 

networks, assignment problem 

in graph coloring and other 

known NP-hard problems. 

25 

[109] 

FireFly 
Algorith

m (FA) 

A Fuzzy-based Firefly 

Algorithm for 

Dynamic Load 
Balancing in Cloud 

Computing 

Environment, 2014 

To propose an algorithm that 

proficiently balances the loads and 
efficiently utilizes the resources. 

Develop an algorithm for the cloud 

in a partitioned cloud environment to 
balance the load across the variety of 

partitions. 

GA 

JAVA 

Simula

tor 

A monitoring and analysing 

mechanism is necessary for 
further optimization in load 

balancing strategies. 

26 

[110] 

A Load Balancing 
Model Using Firefly 

Algorithm in Cloud 

Computing, 2014 
 

 

 

To propose a model that can 

overcome the exploration and 

exploitation problem of traditional 
GA and optimize the performance of 

load balancing 

Improved 

AGA 

CloudS

im 

Can be tested by considering 

other performance metrics and 

compare this algorithm with 
efficient and optimized load 

balancing techniques.   

27 

[111] 

Cuckoo 

Search 

(CS) 

Proposing a Load 

Balancing Method 

Based on 

Cuckoo Optimization 
Algorithm for Energy 

Management in Cloud 

Computing 
Infrastructures, 2015 

To present an approach based on 

Cuckoo Optimization Algorithm 
(COA) to detect over-utilized hosts. 

Employs the Minimum Migration 

Time (MMT) policy to migrate VMs 
from the over-utilized hosts to the 

other hosts. 

MAD-

MMT, 

IQR-

MMT, 
Bee-

MMT, 

LR-
MMT 

CloudS
im 

Can propose a much 

effective underutilized method 

to manage under-loaded hosts;  
following that we should 

consider other metrics like 

response time as a requirement 
factor to guaranty a high quality 

of service (QOS) to satisfy the 

customers. 

28 

[112] 

Gravitati
onal 

Search 

Algorith
m (GSA) 

Cloudy GSA for load 

scheduling in cloud 

computing, 2013 

Proposes a near optimal load 

scheduling algorithm named 
Cloudy-GSA to minimize the 

transfer time and the total cost 

incurred in scheduling the cloudlets 
to the VMs and achieved by fitness 

value. 

Segmente

d Min-
Min, 

GSA,SA, 

GA,Tabu 
Search, 

Min-Min, 

Networ

k 
CloudS

im 

Aims to minimize the total cost 
by using improved fitness 

function considering other 

parameters for better minimized 
results in the cloud computing 

environment, based on swarm 

intelligence to further reduce the 
total cost. 
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FCFS, 

PSO  

29 

[113] 

M

I

M

I

C 

Symbioti

c 
Organism 

(SO) 

Symbiotic organism 
search optimization 

based task scheduling 

in cloud computing 
environment, 2015 

To develop a metaheuristic 
optimization technique called DSOS 

which should perform significantly 

better than PSO for a large search 
space. 

PSO 
CloudS
im 

Can be compared with other 

discrete optimization problem, a 

multi objective SOS can be 
designed by taking other 

parameters when scheduling 

tasks. 

 

TABLE VI. Literature review of Hybrid Algorithm 

SL. 

NO 

  

PAPER NAME 

ALGO

RITH

M 

USED 

RESEARCH FOCUS 

COMP

ARED 

WITH 

TOOLS 
METRI

CS 
FUTURE SCOPE 

1 

[115

] 

S

i

n

g

l

e 

S

o

l

u

ti

o

n 

Genetic Simulated 
Annealing 

Algorithm for 

Task Scheduling 
based on Cloud 

Computing 

Environment, 
2010 

GA+S
A 

The genetic simulated annealing 

algorithm considers the QOS 

requirements of different type tasks, 
corresponding 

to the characteristics of user tasks in 

cloud computing environment. 

No 

Algorith

m 

Not 

mention

ed 

QoS 

(CT, 
BW, 

cost, 

distance, 
reliabilit

y) 

Not Mentioned 

2 

[116

] 

An Enhanced 

Task Scheduling 

Algorithm on 
Cloud Computing 

Environment, 

2016 

PSO+B

F+TS 
(BFPS

OTS) 

To introduce and implement a 

hybrid algorithm to assign the users' 

tasks to multiple computing 
resources. The aim is to reduce the 

execution time, and cost, as well as, 

increase resource utilization. 

Standar
d PSO 

CloudSi
m 

Makesp

an, Cost, 

Resourc
e 

Utilizati

on 

Plan to improve PSO 

algorithm using other 

greedy algorithms (e.g., 
Worst-Fit), and considering 

dependent tasks instead of 

independent tasks to 
achieve the high 

performance of the overall 

system. 

3 

[117

] 

P

o

p

u

l

a

ti

o

n

-

b

a

s

e

d 

H

y

b

r

i

d  

Minimizing the 

Makespan using 

Hybrid Algorithm 
for Cloud 

Computing, 2013 

ACO+

CS 

To propose a hybrid algorithm this 

combines the advantage of ACO 

and Cuckoo search. The makespan 

can be reduced with the help of 

hybrid algorithm, since the jobs 

have been executed with in the 
specified time interval by allocation 

of required resources. 

ACO 
Cloud 

Lab  

Makesp

an 

Can be utilized for more and 

more jobs. 

4 

[118

] 

 A hybrid meta-
heuristicalgorithm

forVM scheduling 

with load 
balancing in cloud 

computing, 2015 

ACO+

PSO 

(ACOP
S) 

To propose an algorithm that uses 

historical information to predict the 
workload of new input requests to 

adapt to dynamic environments 

without additional task information. 

ACO, 
PRACO 

SA, GA, 

ACS 
FCFS+

RR 

cloud 

system 
with star 

topology

, C  

Makesp

an, DOI, 

Perform
ance 

Considering VM 
scheduling to be a multi-

objective problem 

and developing a multi-
objective optimization 

algorithm to solve it 

5 

[119

] 

A dynamic task 
scheduling 

framework based 

on chicken swarm 
and improved 

raven roosting 

optimization 
methods in cloud 

computing, 2018 

CSO + 

IRRO 

To propose a framework ICDSF that 

combines advantages of these two 
algorithms for scheduling of tasks in 

cloud. Performance is measured 

against the benchmark function 

(CEC 2017), this hybrid algorithm is 

tested using the NASA-iPSC. 

Results show incredibly well. 

IRRO, 

RRO, 
CSO, 

BAT, 

PSO 

CloudSi
m, 

Matlab 

Makesp
an, 

Respons

e Time, 

Through

put 

Fuzzy logic could be used 

for the segregating of 
ravens, CSO can be 

combined with other 

evolutionary algorithms, 
IRRO can be enhanced by 

compounding with EFO, 

SA, applying some 
operators (mutation) from 

evolutionary algorithms 

might be helpful. 

6 

[120

] 

Task scheduling 

for cloud 

computing using 
multi-objective 

hybrid bacteria 

foraging 
algorithm, 2018 

GA+B

F 

To propose a hybrid algorithm that 
aims to minimize the makespan and 

reduces the energy consumption. 

This algorithm outperforms better in 
terms of convergence, stability and 

solution diversity. 

PSO, 
GA, 

BFA 

Matlab 

R2013a 

Makesp

an, 
Energy 

Consum

ption 

Algorithms’ performance 

can be improved, 

exploration of operators and 
parameters are needed, each 

factor related to the 

similarity function needs to 
be examined. 
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7 

[121

] 

Binary PSOGSA 

for load balancing 
task scheduling in 

cloud 

environment, 
2018 

Bin-
LB-

PSOGS

A 

To propose a binary load balancing 

algorithm using a hybrid PSO and 
GSA to find the best tasks-to-VMS 

mapping efficiently to enable the 

scheduling process by improving 
load balance level. 

Pure-

Bin-LB-
PSO 

CloudSi

m 

Makesp
an, Cost, 

Flowtim

e 

Plan to extend this kind of 

load balancing for 

workloads with different 
tasks by considering other 

QoS parameters 

8 

[122

] 

M

e

t

a

h

e

u

r

is

ti

c 

+ 

N

o

n

-

M

e

t

a

h

e

u

r

is

ti

c 

A Load Balancing 

Mechanism Based 
on Ant Colony 

and Complex 

Network Theory 
in Open Cloud 

Computing 

Federation, 2010 

ACO + 

Networ

k 
Theory 

To propose a load balancing 

mechanism (ACCLB) based on ant 

colony and complex network theory 
in open cloud computing federation 

Search 
Min 

Mechan

ism 
(SMM), 

Classic 

Ant 
Colony 

(CAC) 

JAVA 
Standard 
Deviatio

n 

How the parameters α, β 

and γ in this literature effect 

each other will be further 
studied in future. 

9 

[123

] 

Hybrid Job 

scheduling 

Algorithm for 

Cloud computing 
Environment, 

2014 

GA + 
Fuzzy 

Theory 

To modify the standard Genetic 
algorithm and to reduce the iteration 

of creating population with the aid 

of fuzzy theory. The main goal of 
this research is to 

assign the jobs to the resources with 

considering the VM MIPS and 
length of 

jobs. 

ACO, 

MACO 

CloudSi

m 

ET(Mak
espan), 

EC, DOI 

Not Mentioned 

10 

[124

] 

FUGE: A joint 

meta-heuristic 

approach to cloud 
job scheduling 

algorithm using 

fuzzy theory and a 
genetic method, 

2015 

GA + 

Fuzzy 
Theory 

Present a hybrid fuzzy-based 
steady-state GA approach called 

FUGE that is based on fuzzy theory 

and a genetic algorithm (GA) that 
aims to perform optimal load 

balancing considering execution 

time and cost. 

ACO, 

MACO 

CloudSi

m 

Executio
n Time 

(Makesp

an), 
Executio

n Cost, 

Degree 
of 

Imbalan

ce (DOI) 

Can be considered energy 

consumption and VM 
migration to make efficient, 

consistence power saving 

model, can be further 
optimize the calculation of 

the fitness value and 

crossover steps by 
considering the VM energy 

consumption 

as input parameters of the 

fuzzy system.  

 

TABLE VII. Categorization based on Parameters 

R
e
fe

r
e
n

c
e 

T
h

ro
u

g
h

p
u

t 

R
e
sp

o
n

se
 T

im
e 

E
x
e
c
u

ti
o

n
 T

im
e 

M
a

k
e
sp

a
n

 

S
c
a

la
b

il
it

y
 

F
a

u
lt

 T
o

le
ra

n
c
e 

D
e
g

re
e
 o

f 
Im

b
a
la

n
c
e 

P
e
r
fo

r
m

a
n

ce
 

E
n

e
rg

y
 C

o
n

su
m

p
ti

o
n

 

C
a

r
b

o
n

 E
m

is
si

o
n

 

R
e
so

u
rc

e
 U

ti
li

za
ti

o
n

 

R
e
li

a
b

il
it

y
 

B
W

 

Q
o

S
 

O
th

e
r
s 

[85]               Y               

[86]                             Standard deviation, Iteration number, The 

influence of parameter (α) 

[87]                     Y         

[88]   Y           Y               

[89]       Y                       

[90]   Y   Y                   Y   

[91] Y     Y                       

[92]   Y                 Y   Y     

[93] Y   Y                       Total cost of Computation and Total cost of 

Execution. 

[94]                             Iteration number  

[95]   Y   Y         Y             

[96]     Y Y               Y     Availability, Round-trip time, Transmission time & 
Cost 

[97]   Y   Y             Y         

[98]       Y     Y                 



 

 

216  Kaushik Mishra and Santosh Kumar Majhi: A State-of-Art on Cloud Load Balancing Algorithms 

 

 

http://journals.uob.edu.bh 

[99]       Y                     CPU load, Memory Capacity, delay or network 

load. 
[101]   Y                       Y   

[102]       Y                       

[103]       Y               Y       

[104] Y Y   Y     Y                 

[105]               Y     Y       Availability 

[106]       Y                       

[107]   Y Y         Y               

[108]       Y                       

[109]     Y                       computational time, load arrived, task migration 

and the cost 
[110]                     Y       CPU utility rate, Memory usage rate 

[111]                 Y             

[112]     Y                       Transfer Time, Total Cost of Execution Time 

[113]   Y   Y     Y       Y       CPU utilization 

TABLE VIII. Categorization based on Techniques 

 

LOAD BALANCING 
TECHNIQUES 

YEAR 

2005 – 2010 2011 – 2015 2016 - 2019 

SHC  [85]  

SA  [86] [87] [88]  

GA  [89] [90] [91] [92] 

PSO [93] [94] [95] [96] [97] 

ACO  [98] [99] [100] [101] [102] [103] 

HONEY BEE  [104] [105] 
IWD   [106] 

BFO   [107] 

LCO  [108]  

FA  [109] [110]  

CS  [111]  

GSA  [112]  
SO  [113]  
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