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Abstract: Emotion recognition from speech has been an important and challenging research. The performance of speech features and 

influence of emotions number on the systems of emotion recognition in the Algerian dialect speech are studied in this work. To 

achieve this aim, an emotional database of the Algerian dialect (ADED) is built. This database contains four emotions: anger, fear, 

sadness and neutral. Extraction of features is an important step in the recognition of speech emotion. The features extracted in this 
study are: pitch, intensity, duration, unvoiced frames, jitter, shimmer, HNR (Harmonic Noise Ratio), formants and MFCCs (Mel 

Frequency Cepstral Coefficients). Each recognition system needs a classifier, so our system is based on the KNN (K-Nearest 

Neighbor) method of classification. Different results are obtained, the higher recognition rates are given when using a combination of 

features including pitch, intensity, duration, unvoiced frames, jitter, shimmer, HNR and the MFCCs parameters. And the 
performance is influenced by the number of emotions included: 82.29 % when using the four emotions of ADED database, 84.02% 

when three emotions fear, anger and neutral are recognized and 87.50% when only the fear and neutral emotions are used in the 

recognition system. 
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1.  INTRODUCTION 

      Speech emotion recognition (SER) is a very 

interesting area. It has numerous applications. SER was 
exploited in fields of psychology and psychiatry such as: 

analyzing human behavior [1], detection of moods [2], 

discriminating depressed speech [3], and analyzing 

emotions on the interview [4]. SER has board application 

in man-machine interaction applications such s intelligent 

tutoring system, robots, telephone banking, in-car board 

system, in call center, lie detection, sorting of voice mail 

and computer games [5]. 

      Algeria suffered a civil war that lasted more than ten 

years. This war has caused the spread of fear, stress, 

sadness, anger and other emotions. These emotions have 

led to the appearance of many psychological diseases still 

remain at present.  This work is based on the recognition 

of emotions in the Algerian dialect speech. The results 

obtained can be used in the psychology fields. In this 

work, an Algerian dialect emotional database (ADED) is 

constructed and used in the systems of emotion 
recognition. The Algerian dialect belongs to the Maghreb 

dialect. It is different from the Arabic dialects of the 

Middle East, because it is strongly influenced by other 

languages such as French, Italian, Turkish and Spanish, 

and this influence was caused by the long period of 

colonization [6]. Many works have focused on the 

characteristics and the sources of the Algerian dialect, 

others that have studied the sources. The influence of the 

French language on the Algerian dialect has been studied 

in [7]. A parallel corpus which included the Algerian 

dialect was built [8]. Speech corpus which named 

KALAM’DZ specialized in the Algerian Arabic sub-

dialects has been built [9]. 

      Extraction of features is important step for SER. In 

this field, many speech features have been used. The first 

works have been concentrated on the prosodic features 

such as pitch, intensity and duration [10-12]. Other 

features like voice quality, spectral and cepstral features 

have been exploited [13-16]. Spectral and prosodic 

parameters combination has been used for recognizing 
emotions from speech [17-18]. The classification is a 

fundamental stage in the SER systems. Different 

classifiers have been exploited for SER such as Gaussian 

mixture models (GMMs) [19], K-nearest Neighbors 

(KNN) [20-22], Support Vector Machines (SVM) [20] 

and Deep Neural Network (DNN) [22]. 

     Our work is organized as follows. Some related works 

are presented in section two. The methodology is 

explained in section three. Section four describes the 

Algerian dialect emotional database (ADED). Extraction 

features used in this work and analysis of the emotions 

http://dx.doi.org/10.12785/ijcds/100125 
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influence on the features extracted is presented in section 

five. In Section six, experiments and results are shown. 

Finally, we finish by conclusion. 

2. RELATED WORKS 

     Expressing an emotion involves numerous of physical 

and physiological changes. Emotions have been 

classified as perceiving, expression and felting emotion 

[23]. Emotions can be recognized by different ways such 

as facial expressions, brain signals, speech, etc. Systems 

of emotion recognition from speech have been defined as 

methodologies that classify the emotional speech [24]. 

Some databases, features and classifiers exploited in SER 

are presented briefly in this section. 

      There are many databases have been built and used to 

develop the SER systems. Databases which are oriented 

towards emotion recognition differ according to several 

criteria: the language, the number of emotions, the nature 

of the records (acted, natural or spontaneous), public or 

commercial databases, etc. Among the most applied 
databases is the emotional Berlin database (Emo-DB). 

This database comprises seven emotional states, anger, 

sadness, boredom, happiness, disgust, fear and neutral 

[25]. There are other famous databases, Danish database 

contains five emotions, neutral, angry, happy, sad and 

surprise [26]. Database of Polish emotional speech 

comprises six emotional states [27]. There are many 

other databases in different languages for example: the 

SAVEE database recorded in native English [28], 

KISMET [29] in American English language, emotional 

speech database in Slovene and English language [30], 

IITKGP-SEHSC in Indian language [31] and CEMO in 

French language [32]. In Arabic language there are a few 

databases in the field of SER. Natural Arabic speech 

database is built, and this database comprises three 

emotions: happiness, angry and surprise [33]. Tunisian 

actors were employed to build Tunisian dialect database 
which contains five emotions: happy, anger, fear, sadness 

and neutral emotions [34]. There are other databases have 

been built in Arabic language, emotional database 

(MEDB) in Moroccan [35], Emirati speech database 

(ESD) [36] and Egyptian Arabic speech emotion 

(EYASE) [37]. 

      In the systems of SER, several speech features have 

been used. The first works of SER concentrated on the 

prosodic parameters [10-12]. The statistical values of 

prosodic parameters have been used to discriminate the 

emotions from speech [38]. In [39], pitch, energy, 

duration and formant have been exploited to classify 

speech emotions by using different classifiers. The 

MFCCs parameters have been widely used in SER 

systems [40-41]. In this field, MFCCs parameters gave 

better performance compared to pitch parameter [42]. 

HNR, jitter and shimmer with other spectral parameters 
have been applied for SER [13]. Jitter and shimmer 

parameters have been exploited to detect emotions in 

English and Hindi speech [43]. Combinations of 

prosodic, spectral and voice quality features have been 

used to analyze the performance on different datasets. 

The prosodic features represented by pitch and intensity, 

voice quality parameter represented by jitter and 

shimmer, and spectral features represented by MFCCs 

parameters and formants [44]. The formants and pitch 

features have been used in system of recognition of 

speech emotions [45]. Fundamental frequency, energy, 

formants and MFCC, LPC (Linear Prediction 

Coefficients) and PLP (Perceptual Linear Prediction) 

features have been exploited for recognizing speech 
emotions [20]. For recognition of speaker emotion [46], 

many features have been used such as pitch, jitter, 

shimmer, formants, MFCC and duration, and two 

databases, English and German databases have been 

applied. 

      After extraction of features, the last step of the 

emotions recognition systems is the classification. 

Several classifiers have been investigated for developing 

SER systems such as GMM, KNN, SVM, HMM, ANN, 

FLDA. Gaussian mixture models (GMM) classifier has 

been widely used for SER systems, in these area acoustic 

features have been modeled by this technique [42]. GMM 

achieved 92% accuracy when used to recognize emotions 

from speech [47]. KNN is a simple classification 

technique that used in the system of SER [48]. KNN 

classifier has been exploited with SVM algorithm for 

recognizing emotions in two different databases of Polish 

emotional speech [20]. To classify speech emotions, 
Emo-DB was exploited as database to assess the 

performance of recognition and SVM has been used as a 

classifier [49]. Hidden Markov Models (HMM) classifier 

had given precise results in the field of SER [50]. 

Artificial Neural Network (ANN) classifier has applied 

for recognizing four emotional states in the speech [51]. 

Different classifiers have been compared for their 

performance in the SER systems. Table I shows some 

works that have made comparisons between classifiers in 

SER field. The performance of KNN classifier has been 

compared to SVM algorithm [20]. Four classification 

techniques, GMM, ANN, K-means clustering and VQ 

(vector quantization) have been compared for 

recognizing emotions. From results, it has been 

concluded that the performance of classification 

technique depends on the type of database [44]. Fisher's 

Linear Discriminant Analysis (FLDA) classifier gave the 
best recognition rate when has compared with different 

classification algorithms such as GMM, ANN, KNN, and 

maximum likelihood classifier (MLC) in the SER field 

[52]. A hybrid classifier was built from two classifiers 

which were Gaussian mixture model and deep neural 

network (GMM-DNN). This classifier was compared 

with SVM and MLP (multilayer perceptron) classifiers in 
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the SER system. It is indicated that the performance of 

the hybrid classifier was better than SVM and MLP 

classifiers [36]. GMM and KNN classifiers have been 

used and compared in the recognition system of six 

emotions: anger, sadness, happiness, surprise, neutral and 

fear [53]. Several classifiers, SVM, Random Forest (RF), 

Naïve Bayes (NB) and Neural Network (NN) have been 

used for classifying Indonesian emotion speech. These 

classifiers have been compared for their performance; the 

highest performance was obtained by the SVM classifier 

[54]. A feature selection method for the SER has been 

proposed. SVM, MLP and KNN classifiers have been 

exploited and compared for performing the experiments 
[55]. Four classification techniques, linear discriminant 

analysis (LDA), regularized discriminant analysis 

(RDA), SVM and KNN have been applied in SER 

systems. The databases of Berlin and Spanish emotional 

speech have been exploited to assess the performance. 

Results obtained indicated that RDA gave the best 

performance [56]. To identify emotions in the Basque 

speech database. Three classification experiments have 

been made. In the first experiment, GMM classifier was 

used with spectral features; in the second experiment, 

SVM classifier was used with prosodic features, and in 

the last experiment, GMM classifier was used with 

prosodic features. The classifier of the first experiment 

gave the best result [47]. The SVM classifier performed 

better than Recurrent Neural Networks (RNN) classifier 

for classifying speech emotions by using Berlin 

emotional database [57]. Several classifiers such as 

ANN, NB, KNN, and SVM have been used for 
classification emotions from speech. The highest 

classification rate (92.86%) was obtained by KNN and 

SVM classifiers [58]. 

TABLE I.  SOME WORKS THAT HAVE MADE COMPARISONS BETWEEN 

CLASSIFIERS IN FIELD OF SER 

The work The compared classifiers 

[20] KNN and SVM 

[44] GMM, ANN, VQ and K-means clustering 

[52] FLDA, GMM, ANN, KNN and MLC 

[36] GMM-DNN, SVM and MLP 

[53] KNN and GMM 

[54] SVM, NN, RF and NB 

[55] SVM, MLP and KNN 

[56] LDA, RDA, SVM and KNN 

[47] GMM and SVM 

[57] RNN and SVM 

[58] KNN, SVM, ANN and NB 

 

3. METHODOLOGY 

      The methodology in this work is as follows: Algerian 

dialect emotional database (ADED) is built from 

emotional segments collected from famous Algerian 

movies. This database including four emotional states: 

anger, fear, sadness and neutral. Then, different features 

are extracted from the speech segments of the ADED 

database. These features are: pitch, intensity, duration, 

unvoiced frames, jitter, shimmer, HNR, formants and 

MFCCs parameters. Next, the extracted features are input 

into a classifier to identify the different emotions. This 

step based on KNN technique which used as classifier. 

Fig. 1 illustrates the scheme of our system of recognition. 

To detect and to assess the appropriate features for 

recognizing emotions in the Algerian dialect speech, 

Different feature sets are formed to detect the feature sets 

that give higher performance. In the same time the 

influence of the number of emotions included in the 

system of recognition is studied. The response in the 
form of recognition of various emotions presented in the 

ADED database are obtained and studied for their 

recognition rate. 
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Figure 1.  Scheme of the recognition system 

4. ALGERIAN DIALECT EMOTIONAL 

DATABASE 

      As we mentioned earlier, an Algerian dialect 

emotional database (ADED) is created and used in this 
work. This database constructed from six famous movies 

in Algerian dialect. These movies describe the civil war 

of years (1992-2000) in addition to the period that 

followed. The titles of these films are: The repentant, 

Rachida, Bab el oued city, The doors of the sun, Fugitive, 

The price of the dream. The ADED database includes 32 

actors (16 males and 16 females) from different regions 

of Algeria and different ages (from 18 to 60 years). This 

database contains 200 segments of duration ranging from 

0.2 s to 3 s, and these segments are collected at sampling 

frequency of 44.1 kHz. The ADED database contains 

four emotions: fear, anger, sadness and neutral. Table II 

describes the number of segments for each emotion. 

Algerian dialect emotional 

database 

Extraction of features  

Classification 

KNN 

Emotions 

Fear Anger Sadness Neutral 
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      Some Algerian Dialect sentences belong in ADED 

are showed in Table III. The pronunciation of the 

represented sentences and their equivalents in standard 

Arabic and English are also showed in Table III. 

According to the sentences, some words in standard 

Arabic, some words in French language and the rest in 

the native dialect. 

TABLE II.  NUMBER OF SEGMENTS FOR EACH EMOTION 

Emotions Number  of segments     

Fear 52 

Neutral 48 

Anger 52 

Sad 48 

The sum 200 

 

5. FEATURES EXTRACTION 

      Extraction of features is an essential and fundamental 

step in the SER system. In this section, the features 

extracted from the ADED database are presented and 

analyses are made to study the influence of the different 

emotions on the features extracted. These features are the 

statistical values of pitch (mean, maximum, minimum 

and range) and similar features of intensity, duration, 

unvoiced frames, jitter, shimmer, HNR, formants 

(formant 1 and formant 2) and MFCCs parameters. The 

range value equals the difference between the maximum 

value and minimum value. These parameters are 

extracted by PRAAT software [59], except the MFCCs 

parameters are extracted by MATLAB software.  The 

averages of statistical values of the parameters extracted 
by PRAAT software for the four emotions, fear, anger, 

neutral and sadness are presented in Table IV. 

TABLE III. SOME ALGERIAN DIALECT SENTENCES IN THE ADED DATABASE 

Emotions Sentences in English Sentences in Arab standard Sentences in Algerian 

dialect 

Sentences  pronunciation 

Fear 

 

- Don’t be afraid! 

-Be quick!, be quick! 

-Remove your hands. 

 

! لا تخافي   - 

! أسرع  أسرع  -  

انزع يديك.  - 

ما تخافيش  ! - 

! أغصب  أغصب -   

.نحي يدك  - 

-Ma tkhafich! 

- Aghssab!,  aghssab! 

-Nahi yadak 

Anger 

 

-that’s enough Djamila! 

-You will know the hijab. 

- I'm not your brother. 

 

! يكفي يا جميلة -   

ستعرفين الحجاب. -  

لست أخاك.  -  

! خلاص جميلة -   

تولي تعرفي الحجاب. -  

.مانيش خوك -  

- Khlass Djamila! 

- Twali taarfi el hijab. 

- Manich khouk. 

Sadness 

 

-There is no more pity. 

-Why?   Why? 

-When we rode in the car. 

 

لم تبقى فيها رحمة. -  

؟لماذا؟  لماذا -  

ركبنا في السيارة. عندما -  

ما بقاتش فيها رحمة. -  

؟ علاش؟علاش -  

كي ركبنا في طوموبيل. -  

- Ma bkattch fiha rahma. 

- Alach ? alach ? 

- ki rkabna fi tomobil. 

Neutral 

 

-You can’t come with us. 

-Do not let me sleep. 

-I received threat messages. 

لا تستطيع المجيء معنا. -  

لا يتركني أنام. -  

.رسائل التهديد التي وصلتني -  

ماتطيقش تجي معانا. -  

ما يخلينيش نرقد.  -   

ليلاتخ دو مونا ص ألي وصلوني. -  

- Mattikch tji maana. 

- Ma ykhalinich nargod. 

-Lilatkh de menace ali wasslattni. 

 

 

TABLE IV. AVERAGES OF  STATISTICAL VALUES OF THE  

PARAMETERSEXTRACTED BY PRAAT SOFTWARE 

Parameters Fear Anger Neutral Sadness 

Mean of pitch (Hz) 279.79 269.09 190.60 196.89 

Max of pitch (Hz) 398.84 387.36 273.25 299.61 

Min of pitch (Hz) 163.18 131.87 120.62 125.09 

Range of pitch(Hz) 235.65 255.50 152.62 174.52 

Mean of  intensity(dB) 69.97 71.29 70.30 62.69 

Max  of  intensity(dB) 75.16 77.35 76.98 70.09 

Min of  intensity(dB) 57.20 55.45 51.11 42.90 

Range of intensity(dB) 17.96 21.91 25.86 27.18 

Duration(s) 0.88 1.34 1.28 1.51 

Unvoiced frames (%) 24.12 23.92 24.36 32.82 

Jitter (%) 3.29 3.19 2.89 3.61 

Shimmer (%) 16.03 15.40 13.40 15.28 

HNR (dB) 7.10 7.23 8.55 7.59 

Formant1(Hz) 715.89 665.40 626.35 655.81 

Formant2(Hz) 1814.45 1763.86 1755.50 1807.67 

 

      The fundamental frequency or pitch is very useful 

feature in recognition and classification of emotions from 

speech [38-39]. According to Table IV, it is noted that 

the statistical values of pitch: mean, max, min and range 

are different between the four emotions treated. It is 
observed that fear and anger emotions have the highest 

averages of mean of pitch and the highest averages of 

max of pitch, while the neutral state has low pitch mean. 

The sadness and neutral emotions are associated with a 

low range of pitch. Fig. 2, 3, 4 and 5 show the pitch 

contours of each emotion treated. When these contours 

are compared, it is remarked that the pitch varies in a 

visible way, this variation changes from emotion to other. 

Anger and fear emotions show more rise and falls in 

pitch contour compared to sadness and neutral states. 

      Intensity belongs to the prosodic parameters [38], and 

it provides a measure of the voice loudness. It is 

remarked in Table IV that the statistical values of 

intensity differ between the different emotions. Sadness 

emotion has a low value of intensity and has a broad 

range compared to the other states. The anger emotion 

has a higher max value of intensity. 
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Figure 2.  Contour of pitch of fear emotion 

 

Figure 3.  Contour of pitch of anger emotion 

 

Figure 4.  Contour of pitch of sadness emotion 

 

Figure 5.  Contour of pitch ofneutral emotion 

      Duration is a prosodic parameter frequently used in 

the emotional speech field. It is observed in Table IV, 

each type of emotion having a different average duration 

compared to other emotions. Duration of fear emotion 

segment is very short. But duration concern the sadness 

state is long. The speech signals can be divided into 

voiced and unvoiced frames. The number of unvoiced 

frames has been used in many systems of emotion 

recognition [60]. According to Table IV, it can be seen 

that the number of unvoiced frames change between the 

emotions treated. Sadness emotion has the grand number 

of unvoiced frames, anger emotion has the lowest value, 

and the number of unvoiced frames is moderate in the 

other states. 

      Jitter, shimmer and HNR have been used to improve 

and to develop the system of SER [13], [43]. Jitter and 

shimmer have been defined respectively as variations of 

the fundamental period and variations of the speech 

waveform amplitude. The HNR gives the ratio of the 
harmonic part energy on the energy of the rest of the 

signal [61]. It is remarked in Table IV that the values of 

jitter, shimmer and HNR differ between the different 

types of emotions. The value of jitter is slightly higher in 

the sadness state, fear emotion has the highest value of 

the shimmer and HNR value is low in fear, anger and 

sadness emotion compared with the neutral state. The 

formants have been used as descriptors of the emotions in 

speech and they have been widely exploited in the SER 

systems [20], [45]. In theory, there is infinity of formants 

but the first four formants are widely exploited in 

practice. In this work we only use the first two formants. 

It is noted in Table IV that the values of formants1 and 

formants2 are higher in fear emotion than the other 

emotions, and the neutral state has the lowest values of 

formants. Fig. 6, 7, 8 and 9 show the contours of 

formants of each emotion treated. It is observed that the 
contour of formants varies according to the emotions. 

The anger emotion used their  maximum power muscles 

but the neutral state used their minimum power. 

 

Figure 6.  Contours of formants of fear emotion 

 

Figure 7.  Contours of formants of anger emotion 
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Figure 8.  Contours of formants of sadness emotion 

 

Figure 9.  Contours of formants of neutral emotion 

      MFCCs parameters have been strongly exploited to 

develop and improve the performance of SER systems 

[20], [44-45]. These parameters are extracted from a 

frame of around 20 ms. The MFCC computation consists 

the following blocks: pre-emphasize, hamming window, 
FFT, triangular band-pass filter, logarithm and discrete 

cosine transformation (DCT) [62]. The sampling 

frequency used is 8 kHz. Fig. 10 illustrates an MFCC 

form of four emotions fear, anger, sadness and neutral. 

This figure is obtained by MATLAB software. In this 

work 20 MFCCs are used in the system of recognition. 

      It is remarked on Fig. 10 that the forms of MFCC of 

each emotion are varied according to the emotion. This 

difference which exists between MFCCs forms allows us 

used MFCCs parameters in the system of recognition of 

speech emotions. 

 

Figure 10.  MFCC forms of four emotions. 

6. EXPERIMENTS AND RESULT 

    To embody the system of emotion recognition, the 

features that extracted from the Algerian dialect 

emotional database are exploited in this section. As 

mentioned early the features are: mean of pitch (meanP), 

maximum of pitch (maxP), minimum of pitch (minP) and 

range of pitch (rangeP), and similar parameters of 

intensity (meanI, maxI, minI and rangeI), duration, 

unvoiced frames (unvF), jitter, shimmer, HNR, formants 

and MFCCs parameters. These features are used as 

features vectors in the systems of recognition. Different 

sets of features are formed as illustrated in the Table V. 

In our systems, K-Nearest Neighbors (KNN) technique is 

used as classifier. To achieve the performance of KNN, 

the database divided into training and testing groups. The 
K value determines the nearest neighbors number to the 

classified vector [63]. In our recognition system, the K 

value is equal to 3. This value is experimentally chosen 

in order to obtain the highest classification results. 

      This section is divided into three stages. In the first 

stage the recognition of fear emotion in relation to neutral 

emotion is performed. In the second stage, the state of 

anger is inserted with the first two emotions. Finally, the 

sadness emotion is added to the system in the third stage. 

The Experiments are made by MATLAB software. 

      Results of the first stage are presented in Table VI, 

and from these results we can study the recognition 

performance of fear and neutral state according to the 

features used. It is observed that the global recognition 

rate increase (87.50%) when jitter, shimmer, HNR, 

unvoiced frames and the MFCCs parameters are added in 

the system, but when formants parameters are inserted in 
the system of recognition, it is remarked that recognition 

rate decrease (82.42%). When only the MFCCs 

parameters are used, we obtain a low recognition rate 

(80.21%). The confusion matrix of the higher recognition 

rate is shown in Table VII. 

TABLE  V.   DIFFERENT SETS OF FEATURES 

Sets Features 

Set1 

MFCCs 

 

 

Set2 

meanP, maxP, minP, rangeP, 

meanI, maxI, minI, rangeI, duration 

 

Set3 

meanP, maxP, minP, rangeP, 

meanI, maxI, minI, rangeI, duration, 

unvF, Jitter, Shimmer, HNR 

Set4 

meanP, maxP, minP, rangeP, 

meanI, maxI, minI, rangeI, duration, 

unvF, Jitter, Shimmer, HNR, Formants 

Set5 

meanP, maxP, minP, rangeP, 

meanI, maxI, minI, rangeI, duration, 

unvF, Jitter, Shimmer, HNR,  MFCCs 
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TABLE  VI.   RECOGNITION RATES OF THE FIRST STAGE 

Set 

of 

features 

 

Fear 

 

Neutral 

Global 

recognition 

rate 

Set1 

 
87.50% 72.92% 80.21% 

Set2 

 
81.25 % 91.67% 86.46% 

Set3 

 
81.25% 93.75% 87.50% 

Set4 

 
72.92% 91.92% 

82.42% 

 

Set5 

 
81.25% 93.75% 87.50% 

 
TABLE VII. CONFUSION MATRIX OF THE HIGHER 

RECOGNITION RATE OF THE FIRST STAGE 

 

Emotion Fear Neutral 

Fear 81.25 % 18.75% 

Neutral 6.25% 93.75% 

 

      In the second stage, the anger emotion is included in 

the system. The results are presented in Table VIII. It is 

observed that the global recognition rates decrease when 

compared to the first stage, this decrease is explained by 

the addition of another emotion (anger) in the system. 

The same observations of the first stage are seen, it is 

noticed that the higher recognition rate (84.02%) is 

obtained when the MFCCs parameters are used with the 

other parameters. It is remarked a low recognition rate if 

only used the parameters MFCCs (78.47%). The 

formants parameters have a very weak performance. 

Table IX shows the confusion matrix of the higher 

recognition rate in the second stage. Noted that the 
neutral state has a good recognition rate comparing with 

the other emotions. 

TABLE  VIII.   RECOGNITION RATES OF THE SECOND STAGE 

Set 

of 

features 

Fear 

 
Anger Neutral 

Global 

recognition 

rate 

Set1 

 
83.33% 79.17% 72.92% 78.47% 

Set2 

 
79.17 % 79.17% 87.50% 81.95% 

Set3 

 
81.25% 77.08% 87.50% 81.95% 

Set4 

 
81.25% 77.08% 89.58% 82.63% 

Set5 

 
83.33% 77.08% 91.66% 84.02% 

 
TABLE IX.  CONFUSION MATRIX OF THE HIGHER 

RECOGNITION RATE OF THE SECOND STAGE 

 

Emotion Fear Anger Neutral 

Fear 83.33 % 8.33% 8.33% 

Anger 8.33% 77.08% 14.58% 

Neutral 4.17% 4.17% 91.66% 

      The sadness emotion is included in the third stage. 

Table X shows the results achieved. The same remarks of 

the two previous stages are noted, a good global 

recognition rate is obtained if there is a combination of 

MFCCs parameters with the other parameters (82.29%). 

A weak recognition rate is remarked when only the 

MFCCs parameters are used. The recognition rate is 

decrease if formants parameters are inserted in the 

system. Recognition rates of each emotion reduced 

compared to the two following stages, the neutral 

emotion has a higher recognition rate between the four 

emotions but the sadness had a low recognition rate. To 

ensure this remark, the confusion matrix for the higher 
recognition rate is showed in Table XI. 

TABLE  X.   RECOGNITION RATES OF THE THIRD STAGE 

Set 

 of 

features 

Fear 

 

Anger Neutral Sadness Global 

recognition 

rate 

Set1 

 

89.58% 83.33% 79.16% 68.75% 80.20% 

Set2 

 

81.25% 87.5% 87.5% 70.83% 81.77% 

Set3 

 

81.25% 81.25% 91.66% 72.91% 81.77% 

Set4 

 

83.33% 

 

77.08% 87.5% 60.41% 77.08% 

Set5 

 

81.25% 81.25% 

 

91.66% 75.00% 82.29% 

 
TABLE XI.  CONFUSION MATRIX OF THE HIGHER 

RECOGNITION RATE OF THE THIRD STAGE 

 

Emotions Fear Anger Neutral Sadness 

Fear 81.25 % 8.33% 6.25% 4.17% 

Anger 6.25% 81.25% 10.42% 20.83% 

Neutral 2.08% 2.08% 91.67% 4.17% 

Sadness 8.33% 2.08% 14.58% 75.00% 

 

      A comparison between the higher recognition rates of 

each stage is illustrated in Fig. 11. The previous remarks 

are proven in this figure. The performance of recognition 

is reduced if the number of emotions increases in 

recognition systems. The recognition rate is 87.50% if 

there are two emotions fear and neutral. When the anger 

state is added to the recognition system, the recognition 

rate decreases around 84.02%. When sadness emotion is 

added to the other three states in the system, the 
recognition rate up to 82.29%. This decrease is caused by 

the emotions that share almost the same values of some 

parameters: the fear and anger emotion have higher 

average value of pitch and pitch peak, the emotions of 

sadness and neutral are associated with a low range of 

pitch value, the unvoiced frames is moderate in neural 

and fear states, HNR value is low in fear and anger 

emotion. 
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Figure 11.  Comparison between the higher recognition rates of each 

stage 

      To recognize emotions in Egyptian Arabic speech  
[37], systems that used combinations of different features 

have achieved higher recognition rates than systems that 

used the same types of features. Different features have 

been used in this work such as: pitch, intensity, formants, 

MFCCs, wavelet and long-term average spectrum. In the 

same work, the author concluded that the recognition 

rates have been influenced by the number of emotions in 

the system. The performance was higher when 

classifying three emotions, anger, sadness and neutral 

than when classifying four emotions, anger, sadness, 

neutral and happiness. The same observationsare noted in 

our work that the higher performance is given by a 

combination of features. And the performance of the 

recognition system is influenced by the number of 

emotions. To recognize emotions in Berlin and Spanish 

emotional speech databases, the system that used a 

combination of  prosodic (energy and pitch) and spectral 
features (MFCCs) gave better performance when 

compared with performance of the system that used 

individual features (prosodic or spectral features) [56]. 

These results correspond to the results obtained in our 

work, i.e.  the performance of using features combination 

is better than use individual features. 

7. CONCLUSION 

      This work was focused on the recognition of 

emotions from Algerian dialect speech. The ADED 

database was built and exploited to extract the features 

concerning the emotions treated. Several experiments 

were performed to evaluate the performance of features 

extracted on the recognition systems. 

      The obtained results showed us that the used of 

MFCCs parameters with the other parameters gave 

recognition rate very important. And formants parameters 
had a weak performance on the recognition system. The 

higher recognition rate was of 87.50% when only the fear 

and neutral emotions were recognized, respectively 

84.02% when the anger state was introduced in the 

system of recognition, and 82.29% when the sadness 

emotion was inserted in the system. 

      It was concluded from the result obtained that the 

combination of pitch, intensity, duration, unvoiced 

frames, jitter, shimmer, HNR and the MFCCs parameters 

improve the performance of system to recognize 

emotions in the Algerian dialect emotional database. It 

was also concluded that the performance of recognition 

was influenced by the number of emotions included in 

the system. The acceptable recognition percentages 

obtained for recognizing the four emotional states, fear, 

anger, sadness and neutral justify that the parameters 
extracted from the speech can help in psychology 

research. 

      For future works, other emotions such surprise and 

disgust and other speech features can be including in our 

emotion recognition system for certain applications. 
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