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#### Abstract

The designing of low power circuits has been a constant area of research in integrated circuits. As the technology advances, the electronic systems are becoming battery operated hence the efficient utilization of power is necessary because of limited power sources. In computers, the memory requirement is unavoidable, so flip-flops are used as digital data storage unit. FlipFlops are sequential circuits whose response is controlled by the clock signal. While studying the internal circuitry of the flip-flops we can observe that the power dissipation depends mostly on the switching activity of the circuit due to clock signal. Here we have proposed a reset-abled flip-flop which is fast in performance, has low power dissipation at high data activity and requires less area on silicon chip. Flip-Flop finds numerous applications like counters, shift registers, memory elements etc. Here we have proposed an UP-DOWN counter using gate diffusion input (GDI) cell, its performance is evaluated and compared with conventional methodbased counters. The circuits are simulated in standard 90 nm CMOS process technology in Cadence Virtuoso EDA tool. The performance analysis of the proposed flip-flop at 400 MHz clock frequency shows that the power dissipation is 187.1 nW , signal propagation delay is 127.15 ps and area requirement is $81.8 \mu \mathrm{~m}^{2}$. Also, at 1 GHz clock frequency, the proposed counter dissipates 1040.55 nW power and it requires $388.2 \mu \mathrm{~m}^{2}$ area on IC chip.
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## 1. Introduction

Counters are used to record the number of occurrences of an event. They also find application in circuits like frequency dividers, analog-to-digital converters (ADCs), timers etc [1]-[4]. As the devices are becoming portable and battery operated in nature, the demand of low power consuming systems is increasing rapidly [5], [6]. In CMOS circuits, the transistors are used as switches that are ON or OFF depending on the voltage applied at their gate input terminal. The power in CMOS circuits are categorized as static power and dynamic power [7]. Static power dissipation occurs when there is no input applied to the circuit i.e., the circuit is in idle condition. The sources of static power are p-n junction reverse bias current, subthreshold leakage current, tunneling through gate oxide, hot carrier injection etc [8]. On the other hand, the dynamic power dissipation is due to the flow of current when the transistors switch from one state to another (ON to OFF and vice-versa) and it is classified into short circuit power dissipation and
switching power dissipation. In digital circuits, during logic transition, there exists a path between VDD and ground when PMOS and NMOS transistors are ON simultaneously, causing short circuit current conduction that leads to short circuit power dissipation [9]. Also, switching power dissipation represents the power dissipation in the course of a switching event. This means that the output node voltage of a CMOS logic gate makes an energy consuming transition [10]. In digital CMOS circuits, dynamic energy is dissipated when power is drawn from the power supply to charge up the output node capacitance. During the charge-up phase, the output node voltage normally makes a complete transition from 0 to VDD and the power dissipated in this transition is called switching power dissipation. It is the dominant power dissipation in sequential circuits because many internal transistors are driven by the clock signal which continuously toggles from one state to another causing huge switching power dissipation in the circuits [11], [12]. In this paper we have proposed a reset-abled flipflip which is power as well as area efficient. The
proposed flip-flop is used to design a 3-bit counter which can perform both UP counting and DOWN counting with the help of a GDI cell. The designs are simulated and compared with the conventional circuits. The proposed designs are faster in performance, high reduction in power dissipation is achieved and they utilize lesser transistors.

The paper is organized as follow: section 2 gives an overview of GDI cell, in section 3 the conventional flipflop is discussed, the proposed flip-flop is mentioned in section 4, the proposed counter is described in section 5, simulation work of the proposed and existing circuits is shown in section 6, the results and the comparison of circuit performance parameters are given in section 7 and then the conclusions and future scope of this work are mentioned in section 8 of the paper.

## 2. Overview Of GDI Cell

A gate diffusion input cell looks similar to a CMOS inverter. In CMOS circuits the p-block (network consisting of PMOS transistors) and the n-block (network consisting of NMOS transistors) are used to pull-up and pull-down a node voltage to VDD and ground respectively. In case of an inverter the gate terminals of both PMOS and NMOS transistors are connected together and the source terminals of PMOS and NMOS transistors are connected to VDD and ground respectively. The GDI cell is diagrammatically similar to CMOS inverter but the voltages VDD and ground are replaced by the input signals A and B as shown in Fig. 1. The GDI cell can be used to implement the output function of the logic gates, multiplexer, half adder etc. and its combination can implement bigger circuits like full adder, full subtractor, comparators etc [13].


Figure 1. GDI Cell Circuit Diagram
This technique uses less number of transistors and power requirement is low as compared to CMOS based circuits [14]. From Fig. 1, we can observe that the GDI cell has three inputs A, B, S and the output Y. For our design we are using the GDI cell as a $2: 1$ multiplexer (MUX) and the reason for this will be discussed in the following sections. A multiplexer is a data line selection device, also called as many to one device because it connects the output terminal to different input terminals depending upon the select control signal [15]. For a 2:1 multiplexer the inputs to the MUX are two, one control (select) signal and one output. A conventional transmission gate based 2:1 MUX is shown in Fig. 2 and its standard symbolic representation is given in Fig. 3.

The inputs A and B are passed onto the output Y on the basis of logic level of $S$ (select) signal.


Figure 2. Transmission Gate based 2:1 MUX


Figure 3. Symbolic Representation of 2:1 MUX
The functioning of multiplexer can be understood by the Table I where all the input combinations are illustrated. Later on, we shall compare its functionality with the GDI cell based MUX.

TABLE I. Truth Table of 2:1 MUX

| $\begin{array}{c}\text { Select } \\ \text { Input }\end{array}$ | Data Input |  | Output |
| :---: | :---: | :---: | :---: |
| $\mathbf{S}$ | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{Y}$ |
| $\mathbf{0}$ | 0 | 0 | 0 |
| $\mathbf{0}$ | 0 | 1 | 0 |
| $\mathbf{0}$ | 1 | 0 | 1 |
| $\mathbf{0}$ | 1 | 1 | 1 |
| $\mathbf{1}$ | 0 | 0 | 0 |
| $\mathbf{1}$ | 0 | 1 | 1 |
| $\mathbf{1}$ | 1 | 0 | 0 |
| $\mathbf{1}$ | 1 | 1 | 1 |$\}$| $\mathbf{Y}=\mathbf{A}$ when |
| :---: |
| $\mathbf{S}=\mathbf{0}$ |
| $\mathbf{Y}=\mathbf{B}$ when |
| $\mathbf{S}=\mathbf{1}$ |

The Table I shows that when $S=0$, the input $A$ is passed onto the output Y and when $\mathrm{S}=1$, the input B is passed onto the output Y. The similar function is implemented by using a GDI cell and its working is illustrated in Table II. The inputs A and B are applied to the source terminals of PMOS and NMOS transistors respectively and the select signal S is applied to the common gate terminal of the cell as shown in Fig. 1. When $\mathrm{S}=0$, the PMOS is $\mathrm{ON}, \mathrm{Y}$ is connected to the signal A and when $\mathrm{S}=1$, the NMOS is $\mathrm{ON}, \mathrm{Y}$ is connected to the signal B.
TABLE II. Functional Truth-Table Of GDI Cell as 2:1
MUX

| Select Input | Transistor |  | Output |
| :---: | :---: | :---: | :---: |
| S | NMOS | PMOS | Y |
| $\mathbf{0}$ | OFF | ON | A |
| $\mathbf{1}$ | ON | OFF | B |

The number of transistors utilized in designing the MUX as shown in Fig. 2 are six but the similar function is implemented by using gate diffusion input technique that requires only two transistors. This reduces the area requirement on silicon chip as well as the power dissipation by the circuit.

## 3. CONVENTIONAL FLIP-FLOP

Flip-Flops are data storage elements in digital circuits that contain information in the form of bits [16], [17]. The response of the flip-flop is either LOW (logic 0) or HIGH (logic 1) hence it is a bistable circuit. The output depends upon the present input and previous response of the circuit. The data latching is controlled by the clock signal which makes the flip-flop a sequential circuit [18]. The most commonly used flip-flop is D flip-flop (DFF) where D signifies Data or Delay. It is highly used in memory devices, counters and shift registers. The typical block diagram of a D flip-flop is shown in Fig. 4 where we can observe that the input pins D and CLK are for data and clock signals respectively and the output pins Q and Qb (or $\mathrm{Q}^{\prime}$ ) are complements of each other.


## Figure 4. Block diagrammatic representation of D Flip-flop

Here we shall look at the conventional transmission gate based D flip-flop (TGDFF), its circuit diagram and working. It has a master-slave configuration and the data latching in master or slave latch is commanded by the two phases of the clock signal [19]. The circuit diagram of TGDFF is shown in Fig. 5, where we can see that the flip-flop is designed by using transmission gates and CMOS inverters. It works on dual phase clock mechanism i.e.; the master clock CL is connected to two inverters I7 and I8 to generate CLK and CLK' signals that are out of phase by $180^{\circ}$. These two clock signals are used to activate the master and slave latches.


Figure 5. Conventional D Flip-Flop
The transmission gates T1, T2 and inverters I2, I3 resemble the master configuration and similarly the transmission gates T3, T4 and inverters I4, I5 resemble the slave configuration. When CLK = LOW (logic 0), CLK' = HIGH (logic 1), T1 is ON and the data is passed onto the master latch meanwhile T3 is OFF, hence the slave latch is inactive. Now when CLK $=$ HIGH (logic 1), CLK' = LOW (logic 0), T3 becomes ON and the data present in the master latch is passed onto the slave latch and the final output is received at Q and Q ' terminals of the flip-flop.

The TGDFF uses total 24 transistors out of which 12 transistors are directly driven by the clock signal. Due to more number of transistors connected with the clock, the internal circuitry of the flip-flop experiences continuous toggling that causes huge switching power dissipation. This phenomenon is redundant when the data activity is zero i.e., no data is applied at the input of the flip-flop but the circuit keeps dissipating power due to the applied clock signal [20]. Also, the number of transistors required to implement this circuit are more in number hence large area would be required on silicon chip.

## 4. Proposed D Flip-Flop

A lot of research is being done to design a highperformance D flip-flop because it is an essential part in every electronic system [21]-[23]. Here we have proposed a rising (positive) edge triggered dynamic CMOS circuit-based D flip-flop whose response depends upon the transient behavior of the node capacitances of the circuit. The output of the conventional circuits relay on the steady state behavior of the logic gates which leads to the sluggish response of the circuit. It is obvious that the transient response of a system takes less time as compared to the steady state response hence the proposed design performs faster in comparison with the existing designs. Fig. 6 shows the circuit schematic of the proposed flip-flop.


Figure 6. Proposed D Flip-Flop
The flip-flop is dedicated specially for counter applications hence we have designed a reset-abled D flipflop. Apart from inputs D and CLK, a RESET input is given in the circuit which is connected to the pull-down NMOS transistor (N3) that is used to clear the flip-flop. When RESET $=\mathrm{HIGH}($ logic 1), N3 is ON and it pulls down the node B voltage to ground (LOW). Now when B $=$ LOW (logic 0), the PMOS transistor P3 is ON and Q' becomes HIGH and this logic level gets inverted by the inverter constituting P4 and N6 transistors and finally Q becomes LOW (logic 0). This function is necessary for forcing the flip-flop to a certain logic level so as to eliminate the abnormal response of the counter designed by using this flip-flop. The functional truth table of the proposed flip-flop is given in Table III where the inputoutput combinations along with the state of the transistors are mentioned.

Now we shall look at the concept of power in CMOS circuits, its classification and the parameters that affect it. The power dissipation is divided into two types:

## - Static Power Dissipation

- Dynamic Power Dissipation

We have already discussed that the static power is dissipated when the circuit is in idle condition and it is due to the leakage current. The static power dissipation can be mathematically represented as:

$$
\begin{equation*}
P_{s t a t i c}=\sum_{i} I_{O F F_{i}} * V_{D D}=I_{O F F_{T}} * V_{D D} \tag{1}
\end{equation*}
$$

where
$I_{O F F_{i}}=$ leakage current component when input is zero.
$I_{O F F_{T}}=$ total leakage current.
The leakage currents are due to the flaws in transistor fabrication process and they are of very low magnitude. The dynamic power dissipates due to the charging and discharging of load capacitance as well as node capacitance. The formula for the calculation of dynamic power dissipation is:

$$
\begin{equation*}
P_{\text {dynamic }}=\alpha_{L} C_{L} V_{D D}{ }^{2} f_{c l k}+\sum_{k} \alpha_{k} C_{k} V_{D D}\left(V_{D D}-\right. \tag{2}
\end{equation*}
$$

$\left.V_{t}\right) f_{c l k}$
where:
$C_{L}=$ load capacitance
$\alpha_{L}=$ switching activity at the load.
$C_{k}=\mathrm{k}^{\text {th }}$ node capacitance
$\alpha_{k}=$ switching activity at $\mathrm{k}^{\text {th }}$ node
$V_{t}=$ threshold voltage of the transistor
$f_{c l k}=$ operating clock frequency
It should be noted that the power dissipation (static and dynamic) depends upon the supply voltage VDD so as VDD increases, it would lead to more power dissipation in the circuit. From (2), we can observe that the clock frequency also affects the power dissipation. As we increase the clock frequency, the power dissipation would be more. These parameters are taken into consideration at simulation level and the optimum values are chosen to design low power circuits.

## 5. Proposed UP-DOWN COUNTER USING GDI Cell

Here the proposed flip-flop is utilized to design a low power asynchronous counter. An n-bit counter consists of n number of flip-flops and it counts from 0 to $2^{\mathrm{n}}-1$. The counters are classified into two types: synchronous counters and asynchronous counters. In synchronous counter, the clock signal is applied to all the flip-flops simultaneously while in case of an asynchronous counter,

TABLE III. Functional Truth-Table of Proposed Flip-Flop

| Input |  |  | Transistors |  |  |  |  |  |  |  |  |  |  |  | Output |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RESET | D | CLK | P0 | P1 | P2 | P3 | P4 | N0 | N1 | N2 | N3 | N4 | N5 | N6 | Q' | Q |
| 1 | X | X | X | X | X | ON | OFF | X | X | X | ON | X | OFF | ON | 1 | 0 |
| 0 | 0 | 0 | ON | ON | ON | OFF | OFF | OFF | ON | OFF | OFF | OFF | ON | ON | 1 | 0 |
| 0 | 0 | 1 | ON | OFF | OFF | ON | OFF | OFF | ON | ON | OFF | ON | OFF | ON | 1 | 0 |
| 0 | 1 | 0 | OFF | ON | ON | OFF | OFF | ON | OFF | OFF | OFF | OFF | ON | ON | 1 | 0 |
| 0 | 1 | 1 | OFF | OFF | OFF | OFF | ON | ON | OFF | ON | OFF | ON | ON | OFF | 0 | 1 |

the clock signal is applied to the first flip-flop only and the output of the first flip-flop is considered as least significant bit (LSB). Here the output of previous flipflop acts as clock signal for the next flip-flop. The asynchronous counters consume less power due to the fact that in this approach, the transistors triggered by the clock signal are less in number. In synchronous counters, all the flip-flops are clock triggered and therefore more number of transistors experience switching due to clock signals. The counters are also expressed in terms of the way counting is done for e.g., in UP counters, the output sequence is from 0 to $2^{\mathrm{n}}-1$ and in DOWN counters, the output sequence is from $2^{n}-1$ to 0 . The representation of a 3-bit UP counter is given in Fig. 7. To design a counter, we need a flip-flop that toggle its state on every rising or falling edge of the clock signal. Here the D flip-flop is used in toggle mode by connecting the complemented output Q' (or Qb ) to the input D of the flip-flop. For e.g., assume the flip-flop is clear i.e., $\mathrm{Q}=0$ that means $\mathrm{Q}^{\prime}=1$ and therefore $\mathrm{D}=\mathrm{Q}^{\prime}=1$. On the next clock triggering Q $=1, \mathrm{Q}^{\prime}=0$ and $\mathrm{D}=\mathrm{Q}^{\prime}=0$. This cycle continues and a D flip-flop can be used in toggle mode configuration.


Figure 7. An Asynchronous UP Counter
From Fig. 7, we can see that the clock signal CLK is applied to the first flip-flop and the output Qb of the flipflop acts as a clock signal for the next flip-flop.


Figure 8. An Asynchronous DOWN Counter
Fig. 8 represents a 3-bit DOWN counter where we
the proposed flip-flop. The idea is to club the output signals Q and Qb of the flip-flop and apply them to a data line selector device. The inputs to the data line selector will be Q and Qb and its output will be connected to the clock input of the next flip-flop. A control signal is used to decide which output Q or Qb is to be selected and passed onto the output port of the data line selector device from where it can be connected to the clock input of the flip-flop.

In our proposed counter we are using the GDI cell in MUX configuration to achieve the data line selection property. In Fig. 9, the proposed 3-bit counter is given where we can see that both the outputs of the flip-flops are applied to data line selector device and its output is connected to the CLK terminal of next flip-flops. The output sequence of the 3-bit UP-DOWN counter is given in Table IV below.

Table IV. OUTPut Sequence of 3-bit UP-DOWN Counter

| CLOCK <br> (CLK) | OUTPUT |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | UP Counter |  |  | DOWN Counter |  |  |
|  | $\mathbf{Q}_{\mathbf{2}}$ <br> $(\mathbf{M S B})$ | $\mathbf{Q}_{1}$ | $\mathbf{Q}_{\mathbf{0}}$ <br> $(\mathbf{L S B})$ | $\mathbf{Q}_{\mathbf{2}}$ <br> $\left(\mathbf{M S B}^{2}\right.$ | $\mathbf{Q}_{1}$ | $\mathbf{Q}_{\mathbf{0}}$ <br> $(\mathbf{L S B})$ |
| $\mathbf{1}$ | 0 | 0 | 0 | 1 | 1 | 1 |
| $\mathbf{2}$ | 0 | 0 | 1 | 1 | 1 | 0 |
| $\mathbf{3}$ | 0 | 1 | 0 | 1 | 0 | 1 |
| $\mathbf{4}$ | 0 | 1 | 1 | 1 | 0 | 0 |
| $\mathbf{5}$ | 1 | 0 | 0 | 0 | 1 | 1 |
| $\mathbf{6}$ | 1 | 0 | 1 | 0 | 1 | 0 |
| $\mathbf{7}$ | 1 | 1 | 0 | 0 | 0 | 1 |
| $\mathbf{8}$ | 1 | 1 | 1 | 0 | 0 | 0 |

Now in order to verify the performance of the proposed designs, we have simulated them in 90 nm standard CMOS process technology using Cadence Virtuoso software and the parametric analysis of the circuits are also done. We have compared the proposed circuits with conventional circuits in terms of power dissipation, signal propagation delay, layout area and


Figure 9. Block Diagram of Proposed 3-bit UP-DOWN Counter
can observe that the output Q of the flip-flop acts as clock signal. Now we shall design a circuit that can perform both UP counting and DOWN counting by using
device utilization.

## 6. Simulation Work

Here we shall first look at the simulation of the proposed D flip-flop. Our aim is to design a high frequency flip-flop hence 400 MHz clock frequency is chosen. Standard generic process 90 nm library is used and the parametric analysis is recorded at room temperature.


Figure 10. Simulated Circuit Schematic of Proposed D FlipFLOP

Proposed flip-flop as shown in Fig. 6 is simulated in Cadence Virtuoso EDA and its schematic is shown in Fig. 10. Now the transient analysis of the flip-flop is done which shows the waveforms of input signals D, CLK,


Figure 11. Transient Response of the Proposed D Flip-Flop
The proposed flip-flop is rising or positive edge triggered i.e., the data present at input D gets reflected at output Q upon the arrival of rising edge of the clock signal. In Fig. 11 the first waveform shows the clock signal CLK, then input D , the output Q is shown by third waveform and finally the transient power. The duty cycle of the clock is taken $33 \%$ to get a clear picture of data latching as shown in Fig. 11. The change in logic levels of Q can be observed on every rising edge of the clock signal and the output follows the input which verifies the operation of D flip-flop.

Now the proposed counter is simulated as shown in Fig. 12. The transient analysis of the counter is done


Figure 12. Simulated Circuit Schematic of Proposed UP-DOWN Counter


Figure 13. Transient Response of Proposed UP-DOWN Counter
output Q and power. The transient response is shown in Fig. 11 below.
which shows the output sequence of both 3-bit UP counter and DOWN counter as given in Fig. 13. In order to design a high frequency counter, we have taken 1 GHz clock frequency. It should be noted that at such a high frequency most of the existing flip-flops and counters fail to operate and show glitches in the response.

The flip-flop shown in Fig. 10 is converted into a square symbol and then it is used in designing counters as shown in Fig. 12 i.e., the square blocks we are seeing in Fig. 12 contains proposed D flip-flop which was given in Fig. 10. The flip-flops used in implementing counter are in toggle mode i.e., the output Qb (or Q') is fed to the input D of the flip-flop. Both the outputs Q and Qb (or $\mathrm{Q}^{\prime}$ ) of the flip-flop are connected with the GDI cell. The control signal for the GDI cell is S which is connected to the gate input of the transistors and the output of the GDI cell is connected to the CLK input of the next flip-flop. Now when $\mathrm{S}=\mathrm{HIGH}$ (logic 1), the NMOS transistor in GDI cell gets ON that causes Qb (or Q') to connect to CLK through NMOS transistor and hence the circuit performs UP counting $\left(\mathrm{Q}_{2} \mathrm{Q}_{1} \mathrm{Q}_{0}=000\right.$ to $\left.\mathrm{Q}_{2} \mathrm{Q}_{1} \mathrm{Q}_{0}=111\right)$. Similarly, when $\mathrm{S}=\mathrm{LOW}$ (logic 0 ), the PMOS transistor in GDI cell gets ON, Q gets connected to CLK through PMOS and the circuit performs DOWN counting $\left(\mathrm{Q}_{2} \mathrm{Q}_{1} \mathrm{Q}_{0}=111\right.$ to $\left.\mathrm{Q}_{2} \mathrm{Q}_{1} \mathrm{Q}_{0}=000\right)$. The working discussed here can also be verified from the transient response of the counter as shown in Fig. 13 where waveforms of S, CLK, Q0, Q1 and Q2 are given from top to bottom.

## 7. Results and Discussion

After looking at the simulation of circuit schematics and transient responses of the proposed work, we shall now estimate the performance of the circuits in terms of power dissipation, delay, rise time, fall time and layout area. For comparison purpose, we have simulated the conventional D flip-flop (TGDFF) and then a 3-bit UPDOWN counter consisting conventional flip-flop and 2:1 MUX as data line selector. These circuits are compared with the proposed designs in terms of different performance parameters. First, we shall see the timing estimation where parameters related to time i.e., delay, rise time and fall time are discussed. Table V shows the comparison of timing parameters.

Table V. Comparison of Timing Parameters

| S. <br> No. | Design | Delay $t_{\text {clk-Q }}$ <br> LOW to <br> HIGH <br> (ps) | Delay $t_{\text {clk- } Q}$ <br> HIGH to <br> LOW (ps) | Rise <br> Time $t_{r}$ <br> $(\mathrm{ps})$ | Fall <br> Time <br> $t_{f}(\mathrm{ps})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | TGDFF | 285 | 144.8 | 64.85 | 50.01 |
| 2. | Proposed <br> DFF | $\mathbf{7 7 . 8}$ | $\mathbf{1 7 6 . 5}$ | $\mathbf{4 8 . 5 7}$ | $\mathbf{3 7 . 4 1}$ |

The delay is related to the speed of the signal propagation, lesser the delay faster will be the signal propagation. Rise time and fall time signifies how rapidly the logic levels of the response of the circuit changes due to change in input [24]. Table V shows that the proposed flip-flop has less delay, rise time and fall time hence it is faster than the conventional flip-flop. Also, the total delay will be the average of $t_{c l k-Q}$ (LOW to HIGH) and $t_{c l k-Q}$ (HIGH to LOW). Therefore, the signal propagation delay for the conventional flip-flop and proposed flipflop are 214.9 ps and 127.15 ps respectively. The power comparison is shown in Table VI where both static power as well as dynamic power dissipation are mentioned.

Table VI. Comparison of Power Dissipation

| S. <br> No. | Design | Static <br> Power <br> Dissipation <br> (nW) | Dynamic <br> Power <br> Dissipation <br> (nW) | Total <br> Power <br> Dissipation <br> (nW) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1 .}$ | TGDFF | 10.49 | 1037.51 | 1048 |
| $\mathbf{2 .}$ | Proposed <br> DFF | $\mathbf{6 . 7 9}$ | $\mathbf{1 8 0 . 3 1}$ | $\mathbf{1 8 7 . 1}$ |
| $\mathbf{3 .}$ | TGDFF <br> and MUX <br> based <br> Counter | 58.41 | 4492 | 4550.41 |
| $\mathbf{4 .}$ | Proposed <br> Counter | $\mathbf{2 0 . 5 5}$ | $\mathbf{1 0 2 0}$ | $\mathbf{1 0 4 0 . 5 5}$ |

From Table VI we can see that the proposed flip-flop dissipates approximately five times lesser power than the conventional flip-flop and proposed counter is four times more power efficient than the conventional counter.

Now we shall look at the area requirements of the circuits on silicon chip. The layout is designed in 90 nm technology and 45 nm technology. Table VII shows the comparison of layout areas for conventional flip-flop, proposed flip-flop, conventional counter and proposed counter. From Table VII, it is clear that the proposed designs would consume less area on IC chip.

Table VII. Layout Area Comparison

| S. No. | Design | Layout Area <br> $\left(\mu \mathrm{m}^{2}\right)$ in 90 nm <br> Technology | Layout Area <br> $\left(\mu_{m^{2}}\right)^{2}$ in 45 nm <br> Technology |
| :---: | :---: | :---: | :---: |
| $\mathbf{1 .}$ | TGDFF | 154.8 | 30.6 |
| $\mathbf{2 .}$ | Proposed DFF | $\mathbf{8 1 . 8}$ | $\mathbf{1 6 . 2}$ |
| $\mathbf{3 .}$ | TGDFF and <br> MUX based <br> Counter | 964.5 | 190.5 |
| $\mathbf{4 .}$ | Proposed <br> Counter | $\mathbf{3 8 8 . 2}$ | $\mathbf{7 6 . 7}$ |

Table VII shows that the proposed designs require nearly half of the area on IC chip as compared to existing designs. Now we shall see the device utilization of the circuits discussed so far. A CMOS circuit is a combination of PMOS and NMOS transistors hence it is necessary to know how many such transistors are required to design a specific circuit. Table VIII gives the information about device count in conventional and proposed designs.

Table VIII. Comparison of Device Utilization

| S. <br> No. | Design | Total <br> Transis <br> tors | Clock <br> Driven <br> Transistors | PMOS <br> Transis <br> tors | NMOS <br> Transis <br> tors |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1 .}$ | TGDFF | 24 | 12 | 12 | 12 |


| 2. | Proposed <br> DFF | $\mathbf{1 2}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3 .}$ | TGDFF <br> and MUX <br> based <br> Counter | 84 | 12 | 42 | 42 |
| $\mathbf{4 .}$ | Proposed <br> Counter | $\mathbf{4 0}$ | $\mathbf{4}$ | $\mathbf{1 7}$ | $\mathbf{2 3}$ |

As we had discussed earlier, the clock driven transistors contribute the most in dynamic power dissipation. In Table VIII, we can see that in proposed circuits the clock driven transistors are less in number hence they are power efficient. Also, the switching speed of a PMOS transistor is less than an NMOS transistor due to the fact that the majority charge carriers in a PMOS transistor are holes and the mobility of holes are less than the mobility of electrons, therefore the circuits that contain more PMOS transistors suffer low switching speed. The analysis of PMOS and NMOS transistors are also given in Table VIII.

## 8. Conclusions and Future Scope

Here in this research work, we have designed a true single phase clock based memory element for low power applications. The circuit complexity of the proposed flipflop is less as it requires only 12 transistors. The reduction in total power dissipation is $82.14 \%$ hence it is highly power efficient flip-flop. The signal propagation delay is 127.15 ps which is very less as compared to conventional design. Its layout area is $81.8 \mu \mathrm{~m}^{2}$ and 16.2 $\mu \mathrm{m}^{2}$ in 90 nm and 45 nm technology respectively. The flip-flop was configured in toggle mode in order to implement an asynchronous counter. We have proposed an UP-DOWN counter using gate diffusion input technique with the help of which a single circuit can be used as an UP counter and a DOWN counter. The proposed counter shows $77.13 \%$ reduction in total power dissipation as compared to conventional counter. Its area requirement is $388.2 \mu \mathrm{~m}^{2}$ and $76.7 \mu \mathrm{~m}^{2}$ in 90 nm and 45 nm technology. The transistor utilization of the proposed counter is 40 which is nearly half of the transistors required to implement the conventional counter. Hence the proposed designs show significant reduction in power dissipation, delay, layout area and transistor count. The future aspect of this research is to design high bit counters, reduction in power dissipation by varying the power supply voltages and the proposed counter can be used to implement analog digital converters.

## List of Abbreviations

In Table IX, we have listed the abbreviations used in this work.

Table IX. List of Abbreviations

| Abbreviation | Description | Abbreviation | Description |
| :---: | :---: | :---: | :---: |
| ADC | Analog to Digital Converter | MSB | Most Significant Bit |
| $\alpha_{k}$ | Switching Activity at $\mathrm{k}^{\text {th }}$ Node | MUX | Multiplexer |
| $\alpha_{L}$ | Switching Activity at the Load | nm | Nanometer |
| $C_{k}$ | $\mathrm{k}^{\text {th }}$ node Capacitance | NMOS | n-channel MOSFET |
| $C_{L}$ | Load Capacitance | nW | Nanowatt |
| CLK | Clock Signal | $P_{\text {dynamic }}$ | Dynamic Power Dissipation |
| CLK ${ }^{\prime}$ | Complement Clock Signal | PMOS | p-channel MOSFET |
| CMOS | Complementary Metal Oxide Semiconductor | ps | Picosecond |
| D | Data or Delay | $\boldsymbol{P}_{\text {static }}$ | Static Power Dissipation |
| DFF | D Flip-Flop | Q | Output |
| EDA | Electronic Design Automation | Qb (or Q') | Inverted Output |
| $f_{\text {clk }}$ | Operating Clock Frequency | TGDFF | Transmissio n Gate based DFF |
| GDI | Gate Diffusion Input | TSPC | True Single Phase Clock |
| $I_{\text {OFF }}$ | Leakage Current Component when Input is Zero | $\mu \mathrm{m}$ | Micrometer |
| $I_{\text {OFF }}{ }_{\text {T }}$ | Total Leakage Current. | VDD | DC Voltage at Drain Terminal |
| LSB | Least Significant Bit | VLSI | Very Large Scale Integration |
| MHz | Megahertz | $V_{t}$ | Threshold Voltage |
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