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Abstract: Human actions consist of a sequence of similar patterns which are difficult to classify using traditional image processing
algorithms. Video analytics is a major research area that adds brains to eyes which means analytics to the camera. It monitors the video
contents and extracts intelligent information from it. The human action analysis and its detection is a challenging task. The proposed
method focuses on detection of normal human activity using Long-Short Term Memory (LSTM) as a deep neural architecture. The
pre-processing technique of redundant frame detection along with pre-trained Convolutional Neural Network (CNN) is implemented
for classifying the activities efficiently. Transfer learning approach is used followed by Long-Short Term Memory (LSTM) network to
generate hybrid framework which further enhances the activity detection. Proposed method shows improvement in accuracy as compared
to reference method. This method can be further implemented for on edge processing in embedded platforms for real time applications.
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1. INTRODUCTION AND OVERVIEW
Detection and prediction of human activities is an im-

portant research area in many computer vision applications.
It has wide application for the safety and security of the
individual as it helps to identify normal as well as abnormal
behavior of human beings. Enterprises and corporations put
surveillance systems at every public place like the station,
mall, airport, etc. for video surveillance. But the present
surveillance cameras-based systems can do an analysis
of normal or anomalous behavior but cannot predict the
suspicious behavior of humans. This is needed to prevent
hazards that will be useful for the safety and security of
people.

An intelligent video analytics system that is the solution
for all to predict normal and anomalous behavior and
reduce the search time from weeks to hours to minutes will
be useful for the safety and security of every individual,
women, children, etc. Videos are getting captured every
day and night with the different cameras, it is impossi-
ble task to monitor each video continuously to identify
abnormal/normal activities as a normal individual has 22
minutes of attention span for monitoring any video. So,
there is an absolute need for an intelligent video analytics
in the surveillance system. A single surveillance camera
typically produces 15 to 30 pictures a second, resulting in
1.3 to 2.6 million images per day. In series with thousands
of camera’s crucial pieces of information may exist as
a handful of individual images from a single field. To

maintain the secured information huge amount raw data is
generated. Management of the video plays important role
here as large storage space will be required for the same.
With growing technology, quality of video is increasing
and hence storing of such a huge data is a big question.
With the growth of High-Definition video, the requirements
for storage infrastructure just keep going up. Billions of
videos are recorded each week which is a valuable tool for
post-analysis and investigation of incidences and forensic
evidence. The use of the manual method, by looking at
hours of recording to identify few critical seconds of
coverage that can make and break the case is difficult and
takes more time. Video Analytics analyses video content
in real-time, adds the ”brains” (analytics) to the ”eyes”
(cameras). Video Analytics performs computational analysis
of the contents of the video which eventually extracts
intelligence from the video automatically. It is a software
used to monitor video streams in near real-time and one
of the booming research areas nowadays. In this paper,
we will be focusing on normal activity detection from the
surveillance videos. Problem domain knowledge rules help
to distinguish activities. Video analytics will help to identify
human activities with less or no human intervention.

Various deep learning architectures are being used to
classify human actions. It uses layers of filters to extract
features from the broader level to the granular level. Convo-
lutional Neural Network (CNN) [1]is the basic architecture
and has played a major role in enhancing the capabilities
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of deep learning networks. A Deep Neural Network[2]is
a multi-layer network with input layers, several hidden
layers, and a fully connected output layer. The hidden
layers consist of filters used for feature extraction and
feature engineering while the fully connected layer is a
classifier. Inputs that are in the form of video frames act
as an image and since video analytics is based on series
of images from a video, Recurrent Neural Network (RNN)
[3] or Long-Short Term Memory (LSTM) [4]is helpful
to identify sequential information. The Pretrained networks
which are readily available can be deployed for the existing
dataset using the technique called transfer learning [5].
LSTM [3] and RNN [4] networks can be used under the
transfer learning [5] approach to keep important features
from the previous model and cascade the next model to
it which saves training time drastically and improves the
performance of the model. Traditional machine learning and
deep learning algorithms are trained to solve a specific task.
Models need to be retrained from scratch if feature space
distribution changes. Transfer learning [6] overcomes this
isolated learning paradigm by having information for one
task to solve other related tasks. Hence transfer learning is
used in the proposed model.

This paper focuses on only normal action detection and
classification of human actions amongst the heterogeneous
set of actions using transfer learning technique which can
be further extended for abnormal action detection. The pro-
posed model has shown promising results than the existing
reference model. The overall organization of the paper is as
follows: It starts with a Survey of related research articles
under literature survey followed by a survey of the dataset
under consideration, data pre-processing enhancement, sys-
tem architecture, and finally transfer learning methodology
followed by implementation and conclusion.

2. Literature Survey
Researchers have reviewed many generic object detec-

tion methods [7] starting from basics CNN [1], its different
types like Mask-RCNN [8], Fast-RNN [9] up to newly
developed efficient methods like SSD [10] or YOLO [11].
There can be two types of human action detection: Action
detection based on features or video classification. At first,
features are extracted from the image like a skeleton, ROI,
HOG, etc. and the second classification is based on the
content of the video. Most of the traditional deep neural
architectures use 2D CNN or 3D CNN as a base Model.
Use of 2D CNN on a single steam model [12] [13] and
on multi-stream models[14] [15] using spatial and temporal
features extraction and its fusion is carried out to get the
desired output. Researchers from Google have used 3D
CNN [16] as a multi-stream model [17] for large-scale video
classification. It uses multi-resolution, foveated architecture
which can train a larger dataset in lesser time, while 3D
CNN single steam [18] models fuses the useful information
of the frames having RGB data or other types of frames
with the optical flow field to get desired results. There
are different approaches based on the CNN model like

frequency-based [19], motion-based [20], optical flow-based
[14], color-based [21] developed by the researcher. The
main drawback of this CNN-based approach is the training
time required is very large. As principle work is here to
identify different human activities from the videos, the
dataset used for training consists of actions with different
classes. CNN-based methods undergo high computations for
these videos, hence the transfer learning approach [22] came
into the picture. HAR-based transfer learning approach for
activity detection. [23] At the first level common features
are used using representation analysis and then user-specific
features are transferred. feature-based transfer learning ap-
proach which uses CNN [1]and LSTM [2] combination
shows the use of transfer learning to learn features from
stationary activities[24]. The PCA-based approach using
Shapley values under transfer learning has shown significant
performance improvement[25]. The proposed architecture is
based on a pre-trained convolutional neural network which
is then further used to enhance performance metrics using
transfer learning. Model taken as a reference model [26]
is trained on KTH dataset with 3D CNN and results are
compared with reference of it. The author of the same has
achieved an accuracy of 68.98 %.

Various pre-trained models can also be used for action
detection under transfer learning [22] [27] which gave better
results than previous methods. To train any deep learning
model, millions of records as a dataset is needed, but by us-
ing deep transfer learning a representation of data or transfer
a representation of data to specific tasks is sufficient.[5]
Pretrained models are used as a feature extractor. Pre-trained
models have an advantage as its weighted layers extract
features by keeping same weights while training on new
data for another task. 4 pre-trained models are surveyed
[28]. Comparison table for silent features, top 5 accuracy
score, and the number of features used is explained in Table
I. Out of 4 pre-trained networks surveyed, for normal action
detection inception model is chosen as it has good accuracy
with a comparatively fewer number of parameters.

The appropriate dataset is very important for training
any deep learning model and plays a major role to measure
performance indicators. The relevant datasets are surveyed
and considered for comparative analysis. Prior art focuses
on the use of datasets KTH, PETS, UCF, and CAVIAR for
human action detection[33].

KTH Dataset: KTH dataset [34] consists of actions for
human activity detection as shown in Figure 1 [33]The
specifications as follows:

• Developed at: ICPR’04, Cambridge, UK
• Actions: Walking, Running, Jogging, Hand clapping,

Handwaving and Boxing
• Length: 4 Seconds each
• Speed: 25 fps
• Background: Homogeneous
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TABLE I. SURVEY OF EXISTING PRETRAINED MODELS

Network Silent Feature Top5 Accuracy Parameters

AlexNet [29] Deeper 84.70 % 62 Million
VGGNet [30] Fixed Sized Kernel 92.30% 138 Million

ResNet 152 [31] Skip- shortcut connections 95.51% 60.3 Million
Inception [32] Parellel wider kernels 93.30 % 6.4 Million

Figure 1. KTH Dataset

UCF crime dataset: UCF Crime [35] is the dataset for
abnormal human activities as shown in Figure 2 [33] with
specifications as:

• Developed by: University of Central Florida
• Actions: Abuse, Arson, Burglary, Assault, Explosion,

Fighting, Vandalism, Road Accident, etc.
• Length: up to 1 min.
• Number of actions: 13
• Duration: 128 hours
• Background: Heterogeneous

Figure 2. UCF Crime Dataset

PETS 2016: PETS 2016 [36] has 2 scenarios one related
to coast boat attacks and the other related to human actions.
Scenarios for Human actions are as shown in Figure 3 [33].

Figure 3. PETS Dataset

CAVIAR dataset: Context-Aware Vision using Image-
based Active Recognition (CAVIAR) [37] dataset has nor-
mal and abnormal activities as shown in Figure.4 [33]

• Developed at: EC Funded CAVIAR project/IST 2001
37540

• Actions: walking, browning, resting, leaving a bag
behind, people meeting together and splitting, etc.

• Length: up to 1 min.
• Number of actions: 1. City Centric 2. Market Specific
• Speed: 25 fps
• Background: entrance lobby of the INRIA Labs at

Grenoble, France

This paper focuses on the use of the KTH dataset
because of following reasons:

1) The background considered for creating this dataset
is a constant per scenario which will help to measure
the complexity across all the scenarios and in a
way useful to measure the accuracy in terms of
complexity.

2) There are three human actions related to hand ges-
tures and three related to leg movements in KTH
dataset.Actions considered while creating a dataset
are very common and very similar, they have a very
small difference that can be identified by a human,
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Figure 4. CAVIAR Dataset

but not by the machine. That is why it can train the
model by giving similar action to the machine, hence
confusing it while training to improve its prediction.

3. SYSTEM ARCHITECTURE
The system architecture consists following steps:

1) Appropriate event video dataset selection
2) Data pre-processing
3) Train, Test, Validation dataset creation
4) Designing of model architectures
5) Train the model with a pre-trained network
6) Use transfer learning to use pre-trained models’

weights and apply it to LSTM train that model a
certain number of epochs Test the model with the
test dataset.

7) Calculation of performance metrics and plotting
learning curve.

Important steps are as follows:

A. Data Pre-processing
The human action patterns consisting of normal behavior

are to be learned so that it can predict the actions once
unknown data is fed to it. The Reference Model [26] focuses
on use of KTH dataset of 6 actions (walking, boxing,
hand waving jogging, running, hand clapping) for activity
detection. It uses for 4 scenarios such as Outdoors, outdoors
with scale variation, outdoors with different cloths, indoors.
[34] Frame rate is 25 fps as shown Figure5 with spatial
resolution of 160*120.

Steps for Pre-processing:

1) Reading and splitting the Video:
• Total number of videos: 598
• Total number of videos for training: 398(66
• Total number of videos for testing: 200(33

2) Extraction frames from the video: There are 2 ways
for extracting the data while inputting the video
frames one is extracting a particular number of
frames from total number of frames or extracting a

Figure 5. KTH Dataset Scenarios

particular number of frames every second. The frame
rate used is 25 frames per second. However, human
actions will not change much in a span of 1 second,
so there can be a large number of frames that are
redundant and can be discarded. This technique for
selecting frames with a fixed rate per second has
been used as it can select frames uniformly from the
entire video.

3) Resizing and Transforming: The extracted frames are
resized to 128*128 pixels so that all the frames are
of same spatial dimension, gray scale transformation
is applied at the top of it to convert frames to black
and white image.

4) Normalize the image: Min-max normalization is
used to bring the pixel values normalized in between
0 and 1.

Dimensionality of the tensors number of videos *num-
ber of frames *height*width* channel.

B. Model Building
After going through all pre-processing steps mentioned

above model is trained on a pre-trained model using In-
ception V3 [32]. Transfer learning is applied to the above-
trained model. The learned weights stored on the stack are
transferred from the above model to the LSTM network
[2]. Type of model used is Sequential as it is a linear
stack of layers. Here dimensions of LSTM are 512 and the
input shape used is (40, 2048). It is followed by the Dense
layer of dimension 128. Sigmoid is used as an activation
function in the next layer. Again, a dropout layer of 0.6
and a dense layer of dimension 6 is applied. Lastly, the
SoftMax activation function is used. Model is trained for
50 epochs. The optimizer used is adam optimizer with
categorical cross-entropy loss. The neuron which has the
highest probability will be classified for particular action
detection. Final system architecture is as shown in Figure.6
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Figure 6. System Architecture

4. IMPLEMENTATION AND RESULTS
The pre-processing steps introduced in this paper uses

the technique of removal of redundant frames (blank frames
or frames without the person). In real-time scenarios where
inference is to be implemented then identification of re-
dundant frame is very important and can be undertaken on
the edge by the embedded platforms. This pre-processing
technique is most applicable for the training of deep learn-
ing architecture models. Such pre-processing technique has
led to an improvement of accuracy. Steps in the proposed
model[33]. The reference model uses the selection of some
set of frames periodically from the center point in the
sequence which may have red redundant frames. For any
deep leaning based network dataset selection along with
proper model architecture with suitable parameters selection
is very important. In the proposed method, while pre-
processing the dataset, frames without a person that is blank
frames were identified and treated as the redundant frame
which is further excluded from the dataset while training.
Extraction of the redundant frames is implemented on the
KTH dataset of 6 actions is used. The frame rate of 25 fps
is there for each video in the KTH dataset and as discussed
most of the frames are redundant.

In the previous art [33] the data pre-processing part
is modified and balnk frames are removed. Originally
extracted frames and frames remaining after removal of
redundant frames is as shown in Figure.7 and 8.[33]

The Pre-processed data frames are given to a pre-trained
Inception network, followed by LSTM,[2] dense layers as
mentioned in network architecture above using transfer
learning. Performance metrics like Loss, Accuracy, and
Cross-Validation accuracy are calculated. Inception V3 [31]
used as a pre-trained model acts as a deep classifier which
helps reducing vanishing gradient problem. To prevent the
network from dying out, auxiliary connections are added at
the middle with batch normalization.

Main challenge faced was of High-speed parallel pro-
cessing architecture as data is in video format. Due to
memory constraints, the Google Colaboratory [38] and

Figure 7. Sample video frame before redundant frame removal

Figure 8. Sample video frame after redundant frame removal

Google Cloud Platform [39] are used. The best model
amongst all after 50 epochs is considered for calculating the
confusion matrix and another performance characteristic.
Jupyter Notebook from Google Colaboratory is used along
with TPU to run the model. Libraries used are sklearn,
TensorFlow, matplotlib

Table II shows the comparative analysis of the reference
model and the proposed work. It indicates that the accuracy
of 68.98 % is achieved using the KTH dataset by the
reference paper. The proposed technique using transfer
learning shows improvement in accuracy of almost 20The
use of transfer learning has also shown a reduction in

Code Snippet for benchmark model and modified model
is shown in Figure 9. and Figure.10
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TABLE II. COMPARATIVE ANALYSIS

Models Accuracy

Reference Model [26] 68.98 %

Proposed model with Redundant frame removal and uses of transfer learning with LSTM 88.37%

Figure 9. Accuracy of reference model

Figure 10. Accuracy of modified model

Comparative analysis is also done on Confusion matrix.
Confusion matrix plotted after training the model against
all 6 actions which as shown in Figure 12 and reference
models confusion matrix is shown in Figure 11 [26] From
the confusion matrix, it can be concluded that diagonal
elements are having high values close to 1, which indicates
the prediction accuracy of each action is good. Its shows-
confusion of model between walking and jogging is more
that is why false positive values are more, but other than that
other actions classification accuracy is high as compared to
reference model. All the diagonal values are improved as
compared to original model.

Testing is done on unknown videos. Figure.13 the snap-
shot for frames extracted from the video of a person walking
on the road which is converted to the gray image first.

Optical flow vectors show how motion vectors are
capturing the activity and thus predicting the activity from
the video.

The output after predicting its motion with optical flow
vectors at the start and once in motion is as shown below:

5. CONCLUSION
The proposed work focuses on normal human activity

detection using a transfer learning approach on Inception

Figure 11. Confusion Matrix of a reference model

Figure 12. Confusion Matrix of a modified model

V3 pre-trained model cascaded with LSTM. Dataset used
is KTH for the classification of 6 actions. Accuracy is
improved by 20The accuracy achieved is 88.37analysis of
the confusion matrix shows an increase in a true positive
index even in confusing actions. The use of Inception
V3 which addresses the vanishing gradient issue with its
auxiliary layer along with LSTM has shown improvement
in the classification of similar actions. The use of LSTM
model has contributed to memorizing similar sequential
actions. The transfer learning approach has reduced the
training time as it uses learned weights from pre-trained
in the form of transferred values. The introduction of
preprocessing step of removing/rejecting redundant or blank
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Figure 13. Test video frame (Person Walking)

Figure 14. Optical flow of person walking at start

frames has played a significant role in the proposed model.
This preprocessing can be taken care by on-edge devices in
real-time applications.

Challenge faced was of high-speed parallel processing
architecture as data was in video form, in future video
data can be compressed, localized and unwanted part can
be removed from it, before giving to the model so as
to enhance the performance. This work can be extended
with a region proposal network in which region-segmented
images can be appended to the proposed model to improve
its performance. Also, current work can be extended to
anomalous activity detection for security at common places
like airports, bus stops, shopping malls, residential areas, or
any other public places.
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