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Abstract: Elliptic curve cryptography is popular for its efficiency and strong security as it provides equivalent security strength using
smaller key sizes compared to other public key algorithms such as RSA that commonly use larger key sizes for the same level of
security. Point multiplication is the core of elliptic curve cryptography. The development of reconfigurable devices enables researchers
to exploit effective methods for implementation of efficient hardware based scalar multiplication. Modern FPGAs consist embedded
hard-cores useful for design flexibility in addition to traditional generic fabrics. For cryptosystems implementation, several researchers
used traditional logic elements, and only some have used embedded hard-cores including DSP slices and block RAMs. However
complex cryptographic algorithms require large amount of generic logic and that in turn effect performance. Utilizing hard-cores entirely
excludes flexibility of logic elements. Balanced utilization of these resources is considered in this research. Thus, for elliptic curve
scalar multiplication required for implementing Elliptic Curve Diffie-Hellman algorithm, the FPGAs’ hard-cores are used; while, simpler
arithmetic and logical operations are flexibly implemented utilizing the generic FPGA fabrics. With this approach, a new architecture is
proposed and implemented based on Montgomery algorithm with projective coordinates for point multiplication. Cascaded DSP48E1
slices are used with parallel-pipeline approach together with block RAMs for effective implementation. Compared to existing research
outcomes reported in the literature, for implementation of the proposed architecture on Kintex-7 platform, smaller hardware resources
(971 slices, 4BRAMs, and 32 DSP slices) are utilized with timing performance of 1.74 µs. Whereas, 1164 slices, 4 BRAMs, and 32
DSP slices are used with enhanced timing performance of 1.55 µs for implementation of the architecture on Virtex-7 platform.
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1. Introduction
Key agreement protocols including Diffie-Hellman

(DH) [1] and elliptic curve Diffie-Hellman (ECDH) algo-
rithms enable senders and recipients of secret information
to securely exchange key materials that can be used for
secret key generations. The secret key can be generated
without transferring it over insecure channels. Then, the
independently computed and established key can be used for
secret information exchange between the communicating
parties.

ECDH algorithm is a public key method which is based
on a technique combined from both the standard DH key
agreement protocol and elliptic curve cryptography. The
DH technique is based on discrete logarithm problem;
whereas, elliptic curve cryptography (ECC) is constructed
based on algebraic method of elliptic curves using finite
fields. Therefore, ECDH gets its security strength from

the computational hardness of both of these combined
techniques. Scalar multiplication is considered as the core
of elliptic curve cryptography [2].

In this paper, efficient architecture for EC point multipli-
cation based on FPGA is proposed which is to be used for
ECDH. The proposed method uses Montgomery algorithm
to speed up the arithmetic processes for elliptic curve point
multiplication in projective coordinates based on binary
fields. Also, the modern FPGAs’ dedicated hard-cores such
as Digital Signal Processing (DSP) slices and block Random
Access Memories (BRAMs) are used together to balance the
speed of operation and the hardware resource utilization.

Most of existing FPGA based similar works focused
on the security issues of the traditional Internet based
information technology applications targeting mostly on
high speed optimization.
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But, in the current IoT network paradigm, there are
different platforms involved including high performance
computing and constrained devices, each with different
performance, resource, and security requirements. Direct
mapping of existing cryptographic algorithms to secure the
current IoT network may lead to inefficient performance
and unacceptable security. Therefore, efficient hardware
based cryptographic architectures with small area and high
speed optimization targets tailored to constrained small
sized IoT devices and high speed applications, respectively,
are ongoing research since the size of constrained devices
is getting smaller and smaller; and also, the speed of high
performance platforms is increasing.

Thus, the compact and efficient architecture proposed in
this work is intended to address these issues. More precisely,
small footprint security is becoming increasing area of
interest for researchers in both academia and industry. Thus,
the small architecture proposed in this research enables to
address security issues in IoT devices. Furthermore, the
enhanced speed of performance of the proposed method is
intended to balance area and speed trade-offs so as to meet
the requirement of the IoT network security.

Existing methods for FPGA based ECC architectures
also used either the generic FPGA fabrics entirely, or ded-
icated hard-cores completely, focusing on high throughput
architectures or compact architectures. However, utilizing
balanced amounts of both of these resources for suitable
parts of the algorithm are important since complete use
of the generic FPGA fabrics for complex cryptographic
algorithms reduces performance, and requires large area.
Similarly, though using only dedicated hard-cores may be
helpful to achieve high throughput, but, the implementation
is not flexible; and, if pipelining and cascading of the DSP
slices are needed, it requires large amount of space.

Therefore, balancing utilization of both resources is
useful depending on the intensity of the arithmetic computa-
tions in such a way that performing simple arithmetic and
logical operations using the generic FPGA fabric; while,
using dedicated embedded hardware resources for intensive
arithmetic operations.

The contributions of this research work are described as
follows:
In this research, a compact and efficient architecture for
EC point multiplication is proposed that can be used for
ECDH key exchange algorithm tailored to the security is-
sues of constrained IoT devices. Parallel-pipelined approach
is followed using cascaded DSP48E1 with BRAMs; and,
Montgomery method is used to implement the architecture
on 7-series FPGA platforms for binary field NIST curves
based on projective coordinates system. Balanced utilization
of the embedded hard-cores including DSP48E1 slices and
BRAMs, and generic FPGA fabrics are used together to
implement the proposed architecture. This work exploited
the balanced use of these resources for reduced area and

balanced speed of performance. Thus, for complex arith-
metic operations, DSP slices are used; and, for simple
logical, arithmetic, and control operations, the traditional
FPGA fabrics are used. The proposed approach reduced
the performance bottlenecks of the EC scalar multiplication
that is used for ECDH algorithm based on FPGA. The
target of optimization is small resource utilization with
good performance considering the security of constrained
IoT devices in IoT network. Moreover, the high speed
performance is also useful for high performance platforms
in IoT network. The proposed architecture could address
both of these requirements. Therefore, smaller hardware
resources are used and good performance metrics have been
achieved. The main contributions of this research can be
summarized as:

• Effective, compact, and high speed architecture suit-
able for elliptic curve point multiplication that can be
used in ECDH algorithm is proposed based on FPGA
hard-cores (DSP48E1 slices and BRAMs) together
with balanced utilization of generic FPGA fabrics.
Simple arithmetic and logical operations as well as
control operations are done using generic FPGA
fabrics; while, dedicated embedded hardware is used
for intensive arithmetic operations.

• Parallel-pipelined method based on cascaded DSP
slices and pipeline-able registers is employed. With
this approach, the research exploited the modern
FPGA resources, and balanced area and speed trade-
offs for efficient performance, achieving lightweight
and high speed architecture.

• Montgomery method with left-to-right approach is
used for the parallel-pipelined based EC scalar multi-
plication architecture based on projective co-ordinates
system for NIST binary curves so as to speed up the
computations and reduce performance bottlenecks.

The organization of this paper is outlined as follows:
Section 2 introduces ECC, ECDH, and Montgomery al-
gorithms as background. In Section 3, related works are
discussed followed by the proposed architecture which is
presented in Section 4. Then, in Section 5, implementation
approaches and comparisons of the achieved results against
existing research outcomes found in the literature are fol-
lowed. The paper is concluded in Section 6.

2. Background
A. Elliptic Curve Cryptosystem

ECC is a public key algorithm designed using algebraic
constructs of elliptic curves based on finite fields [2].

Several researchers have stated and shown that Elliptic
Curve Cryptography with smaller key length can provide
equivalent security strength compared to RSA with longer
key size [2], [3], [4], [5], [6].

ECC is based on points on carefully selected elliptic
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curves. The points can be denoted as x and y coordinates
and are obtained by using suitable arithmetic field opera-
tions. Then, they can be used to represent secret messages
for performing various cryptographic processes [2].

For cryptographic applications, elliptic curves have been
used based on prime GF(p) or binary GF(2m) field op-
erations [4], [5], [6]. In case of prime fields, the prime
number p > 3 is used, and computations are performed
over the set of 0, ..., p − 1 modulo p. But, for binary fields,
field operations are performed over GF(2m) and all the
computations are done in GF(2m). For hardware implemen-
tations of elliptic curve cryptosystem, elliptic curves based
on binary field representation are preferred since processing
of binary elements in hardware can efficiently and easily be
performed [7]. Elliptic Curves that are based on prime fields
comprised of points x and y are shown in Eq. 1 [2]:

y2 = x3 + ax + b mod p (1)

, where, x and y ∈ GF(p), and (a, b ∈ GF(p)) are
selected from the prime field GF(p) such that 4a3 +27b2 ,
0 mod p, p , 0 to satisfy non-singular elliptic curve
and avoid repeated factors. All points satisfying the elliptic
curve equation are considered as sets of solutions and points
on the curve. Point at infinity, defined by O is considered as
additive identity for additive group operation on the elliptic
curve. If an elliptic curve is defined over a prime field and
represented by E, then, E is an elliptic curve over G(p). So,
there can be finitely many points on E that can be computed
using different techniques. The number of points that can
be obtained in the curve E(G(p)), which can be denoted by
#E(G(p)) is known as the order of the elliptic curve E over
G(p) [2].

1) Elliptic curve point addition over GF(p)
If P(x1, y1) and Q(x2, y2) are points on the curve, then
another point denoted by R(x3, y3)) can be found on the
same curve by performing addition operation on P and
Q provided P , O and P , ±Q, as R(x3, y3) = P + Q by
processing the following steps [2]:

let ℓ = (y2−y1)
(x2−x1) mod p, then

x3 = ℓ
2 − x1 − x2) mod p

y3 = ((x1 − x3) · ℓ − y1 mod p)

2)Elliptic curve point doubling over GF(p)
Point doubling can also be expressed algebraically as
follows:

If y1 , 0, then
R = (x3, y3) = 2P
ℓ = (3 · x2

1 + a)/(2 · y1) mod p
x3 = (ℓ2 − 2x1) mod p
y3 = ((x1 − x3) · ℓ−y1) mod p

Elliptic curves defined over binary fields GF(2m) can
also be specified as shown in Eq. 2 [2]:

y2 + xy mod p = x3 + ax2 + b mod p (2)

, where a, b ∈ GF(2m) and b , 0. Points in binary
field which satisfy the elliptic curve equation (Eq. 2) can
be obtained with similar approaches used for point addition
and doubling processes of prime field GF(p). Point addition
over binary fields can be done as follows:

if R = (x3, y3) = P + Q, P , −Q, then
ℓ = (y2+y1)

(x2+x1)
x3 = ℓ

2 + ℓ + x1 + x2
y3 = y1 + x3 + ℓ(x1 + x3)

Similarly, point doubling can be performed as follows:
If x1 = 0 then P + P = 2P = O
If x1 , 0, then
Take
R = (x3, y3 = 2P), then
ℓ = x1+y1

x1

x3 = ℓ
2 + ℓ + a

y3 = x1 + (ℓ + 1) · x3

The process of computation of points on the curve
continues until the required number of points are obtained
by performing such procedures.

The security strength of ECC generally relies on the
computational hardness of Elliptic Curve Discrete
Logarithm Problem (ECDLP) [2]. If an elliptic curve is
defined over GF(p) or GF(2m), and P and Q are points
on the curve having order r, then, by selecting a scalar
k ∈ [1, r−1], computation of a scalar multiplication Q = kP
is the core of elliptic curve cryptography. It is a discrete
logarithm problem to be solved, but considered to be hard
mathematical problem [7].

By repeated point addition and doubling steps, the
elliptic curve scalar multiplication can be performed since
the equation Q = kP can be computed by adding the point
P k-times as:

k · P = P + P + · · · + P︸             ︷︷             ︸
k terms

And, this repeated addition of point P can be expressed
based on point additions and point doublings as kP = P +
. . . (2(2(. . . P+2(P+2(P+2P))). For example, if the selected
value of k = 31, then kP = 31P = P+2(P+2(P+2(P+2P)),
based on both point addition and doubling processes.
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B. Elliptic Curve Double and Add Algorithms
There are different algorithms that have been proposed

by various researchers for efficiently performing the elliptic
curve scalar multiplications [8], [9], [10], [11], [12]. Double
and Add algorithm is the commonly used algorithm for
point multiplication in elliptic curve cryptography [7]. There
are two forms of algorithms in this regard. The first one
is right-to-left approach and the other one is left-to-right
approach. The left-to-right approach [6] is presented in
Algorithm 1, and the right- to-left method is presented in
Algorithm 2.

Algorithm 1: Point Addition and Point Doubling (Left-to-
right approach)

Input : k = (km−1, km−2, · · · , k1, k0)2, P ∈ E(GF(2m))
Ensure: Q = kP
1: Q = P;
2: for i = m − 2 downto 0 do
3: Q = 2Q
4: if ki = 1 then
5: Q = Q + P;
6: end if
7: end for
8: Return Q

Algorithm 2: Point Addition and Point Doubling (Right-
to-left approach)

Input: k = (km−1, km−2, · · · , k1, k0)2, P ∈ E(GF(2m))
Ensure: Q = kP
1: Q = 1; R = P
2: for i = 0 to m − 1 do
3: if ki = 1 then
4: Q = Q + R
5: end if
6: R = 2R;
7: end for
8: Return Q

The left-to-right approach allows scanning each ki bits
starting at the most significant bit (MSB) down to its list
significant bit (LSB). Then, it is used to perform point
doubling operation whenever the ki bit are zero (0). But,
when the ki bits are one (1), it performs point addition
operation as presented in Algorithm 1. Similarly, the right-
to-left method allows to scan each ki bits starting at the
LSB up to its MSB. Then, point addition could be done
whenever the ki bit are one (1). But, when the ki bits are

zero (0), it performs point doubling operation as shown in
Algorithm 2.

The representations of the double and add steps in
both Algorithm 1 and Algorithm 2 have followed the
affine x and y coordinates system of an elliptic curve.
Many inversion processes are needed to perform scalar
multiplication in affine coordinates [12]. The inversion -
operations in GF arithmetic, generally, are slow and expen-
sive processes which can lead to low performance of the
cryptosystem. Therefore, researchers proposed projective
coordinates system which can transform the affine system
to another co-ordinate system that can avoid the inversion
operations while providing better performance [2], [7], [13].
The standard way of transforming affine coordinates to
projective is done by representing the elliptic curve point P
by three notations: X,Y , and Z, and then expressing x and y
affine co-ordinates as x = X

Z and y = Y
Z , where Z , 0. Thus,

the elliptic curve binary field equation will be changed as
in Eq. 3 [2], [7], [10], [13]:

Y2Z + XYZ = X3 + aX2Z + bZ3. (3)

After completing the scalar multiplication (point addi-
tion and point doubling) operations in projective system,
then point P must be re-converted back into affine co-
ordinates system [7], [13].

C. Specification of Elliptic Curve Diffie-Hellman Algorithm

ECDH key exchange algorithm [2], [14] differs from
the DH key exchange protocol [1] in that the former is
based on scalar multiplication of elliptic curve points for
generation of secret keys using discrete logarithm problem;
whereas, the latter uses exponentiation based on number
in prime field. When two communicating parties (a sender
and recipient) use ECDH for key exchange, they first agree
on the elliptic curve and related parameters including the
base point [2], [14]. Then, the two communicating parties
perform the following activities to calculate the shared
secret:

1) The sender selects a random number ks and the recipient
also selects a random number kr.

2) The sender performs computation: Qs = ks • P,
and, the recipient also computes Qr = kr • P.

3) The sender and the recipient exchange their computed
public keys (Qs and Qr).

4) After receiving the public key of the other end,
then, the sender and the recipient compute the shared
secret independently. The sender computes the shared secret
as: (S S s) = Qr • ks = (kr • P · ks). Similarly, the recipient
computes the same value as: (S S r) = Qs • kr = (ks •P · kr).
Since S S s and S S r are equal, they can use it as a key
material.
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D. The Montgomery Technique for Efficient Scalar Multi-
plication
If there are two points on an elliptic curve denoted by

P and Q such that: P(x1, y1) and Q(x2, y2), then the third
and fourth points on the same curve can be obtained based
on the curve equation shown in Eq. 3 as (x3, y3) = P + Q
and (x4, y4) = P − Q on the same curve [2], [7], [10], [13].
Therefore, x3 can be computed by Eq. 4:

x3 = x4 +
x1

x1 + x2
+

(
x1

x1 + x2

)2

(4)

As it is observed in Eq. 4, only x-coordinate of the points
P, and Q, and also the point P − Q are used to find the x-
coordinate of P + Q. If the x-coordinate representation of
point P in the projective coordinates system is expressed as
x = X

Z , then points X2 and Z2 in the projective coordinates
system (if (X2,−,Z2)) will be given by Eq. 5 [2], [7], [10],
[13].

X2 = X4 + bZ4; Z2 = X2.Z2 (5)

Similarly, point addition can be done as: Z3 = [(X1 •

Z2 + X2 • Z1)]2; X3 = x • Z3 + (X1 • Z2) • (X2 • Z1).

To implement scalar multiplication, one of the efficient
methods for point addition and doubling operations based
on projective co-ordinate system is the Montgomery algo-
rithm [2], [7], [15]. The Montgomery algorithm [15] for
point additions and point doublings [2], [4] are presented
in Algorithms 3 (Mdouble()), and Algorithm 4 (Madd()),
respectively.

Algorithm 3: Montgomery Point Doubling method
Mdouble(X1,Z1)

Input: P = (X1,−,Z1) ∈ E(GF(2m)), c such that c2 = b
Ensure: P = 2P
1: T = X2

1
2: M = c · Z2

1
3: Z2 = T · Z2

1
4: M = M2

5: T = T 2

6: X2 = T + M
7: Return (X2,Z2)

Similarly, point addition can be expressed as:
Z3 = (X1 · Z2 + X2 · Z1)2

X3 = x · Z3 + (X1 · Z2) · (X2 · Z1)

Algorithm 4: Montgomery Method for Point Addition
Madd(X1,Z1, X2,Z2)

Input: P = (X1,−,Z1),Q = (X2,−,Z2) ∈ E(GF(2m)

Ensure: P = P + Q
1: M = (X1 · Z2) + (Z1 · X2)
2: Z3 = M2

3: N = (X1 · Z2) · (Z1 · X2)
4: M = x · Z3
5: X3 = M + N
6: Return (X3,Z3)

Based on Algorithms 3 and 4, Montgomery point mul-
tiplication algorithm has been constructed as presented by
Algorithm 5. This algorithm composes both Mdouble()
(Algorithm 3) and Madd() (Algorithm 4) methods and, it
can be used to compute them concurrently [2], [4].

Algorithm 5: Montgomery Point Multiplication based on
both Point Additions and Point Doublings

Require: k = (kn−1, kn−2, · · · , k1, k0)2 with
kn−1 = 1, P ∈ E(GF(2m)
Ensure: Q = kP
1: X1 = x,Z1 = 1
2: X2 = x4 + b,Z2 = x2

3: for i = n − 2 downto 0 do
4: if ki = 1 then
5: Madd(X1,Z1, X2,Z2)
6: Mdouble(X2,Z2)
7: else
8: Madd(X2,Z2, X1,Z1)
9: Mdouble(X1,Z1)
10: end if
11: end for
12: x3 =

X1
Z1

13: y3 = (x + X1
Z1

)[(X1 + xZ1)(X2 + xZ2) + (x2 +

y)(Z1Z2)](xZ1Z2)−1 + y
14: Return (x3, y3)

In this algorithm, Mdouble() and Madd() are the oper-
ations presented in Algorithm 4.4 and Algorithm 4.5 that
are executed at every iteration of the execution of the
algorithm. Thus, when ki is one (1), then the multiplication
for Madd(X1,Z1, X2,Z2) and Mdouble(X2,Z2) can be done.
Otherwise, (when the bits are zero (0), multiplications for
Madd(X2,Z2, X1,Z1) and Mdouble(X1,Z1) will be done.

Now, conversion from standard projective coordinates
back to affine coordinates is required. Therefore, for
the x- coordinate, the conversion is done as x3 =

X1
Z1

as shown in Algorithm 5 (number 12). Similarly, the
conversion to the affine y-coordinate can be done as y3 =
(x+ X1

Z1
)[(X1 + xZ1)(X2 + xZ2)+ (x2 + y)(Z1Z2)](xZ1Z2)−1 + y,

which is shown in Algorithm 5 (number 13). In this case,
conversions to affine coordinates in both x3 and y3 have
one step of inversion computation, though they are at the
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final stage of the algorithm.

To further minimize number of inversion steps, sequen-
tial reduction steps are provided in Algorithm 6 [2], [4]
which contains only one inversion step.

Algorithm 6: Standard Projective to Affine Coordinates

Input: P = (X1,Z1),Q = (X2,Z2), P(x, y) ∈ E(GF(2m))
Ensure: (x3, y3)
1: ℓ1 = Z1 × Z2
2: ℓ2 = Z1 × x
3: ℓ3 = ℓ2 + X1
4: ℓ4 = Z2 × x
5: ℓ5 = ℓ4 + X1
6: ℓ6 = ℓ4 + ℓ2
7: ℓ7 = ℓ3 × ℓ6
8: ℓ8 = x2 + y
9: ℓ9 = ℓ1 × ℓ8
10: ℓ10 = ℓ7 + ℓ9
11: ℓ11 = x × ℓ1
12: ℓ12 = inverse(ℓ11)
13: ℓ13 = ℓ12 × ℓ10
14: x3 = ℓ14 = ℓ5 × ℓ12
15: ℓ15 = ℓ14 + x
16: ℓ16 = ℓ15 × ℓ13
17: y3 = ℓ16 + y
18: Return (x3, y3)

The single inversion step can be performed using in-
version algorithms such as Fermat’s Little Theorem [2], or
Extended Euclidean Algorithm [12], or by method of pre-
computation. Based on the sequence of conversion steps in
Algorithm 6, only one inversion operation is needed.

Parallel operations are possible on the steps of Mont-
gomery algorithms. For example, Montgomery point dou-
bling operation, 2(X1 : − : Z1) = (X2 : − : Z2) can be
executed in a single clock cycle (CC) as follows:
CC1 = T = X2

1 ; M = c.Z2
1 ; Z2 = T.Z2

1 ; CC′1 = X2 = T 2 + M2

Similarly, Montgomery point addition operation (X1 : − :
Z1) = (X1 : − : Z1) + (X2 : − : Z2) can be executed just in
two clock cycles: CC1 : t1 = (X1.Z2); t2 = (Z1.X2);
CC′1 : M = t1 + t2; Z1 = M2

CC2 : N = t1.t2; M = x.Z1
CC′2 = X1 = M + N

Thus, the computations of clock cycles CC′1 and CC′2
can be performed when CC1 and CC2 are executed respec-
tively, due to their easiness. In this work, implementation
of the binary field sizes recommended by NIST including
163, 233, and 283 have been considered.

3. RelatedWorks
Most of the proposed works for ECC point multipli-

cation have considered high speed processing [16], [17],
[18], [19]. Only few existing works have considered small
area architectures and architectures for balancing speed and
area [13], [20], [21]. Moreover, the majority of existing
methods used the common FPGA resources such as tra-
ditional logic elements for point multiplication [13], [21],
[22], [23].

Basically, bit-parallel and digit-serial architectures have
commonly been implemented as multipliers for high per-
formance [24], [25], [26].

Thus, Karatsuba multiplier has been used as multiplier
for bit-parallel architectures since it enabled to reduce re-
source utilization [27], [28]. However, since area reduction
impacts performance speed, several pipelining stages were
needed to increase performance at cost of latency.

For the trade-offs of higher performance speed with
large area, digit-serial architectures were used based on full-
precision multipliers. However, even though the Karatsuba
multiplier has better complexity of multiplication than full-
precision based digit serial approach, the latter has reduced
number of critical logic levels [8], [29].

Very few research works demonstrated the use of DSP
blocks for implementation of elliptic curve point multipli-
cation [30], [31].
Summary of selected related works are presented in Table I.

The method proposed in the current work differs from
the approaches followed in [30] and [31] that used DSPs
and RAMs in many aspects. This work is not serial-to-
parallel architecture for standard double and add algorithm
implementation as the approach presented in [30], or it
is not a sequential approach as used in [31]. The former
used Montgomery method for standard double and add
algorithm for serial-to-parallel architecture, and the latter
used the Montgomery ladder with sequential approach
using micro-code. They also used distributed RAMs for
storage. Both [30] and [31] also used prime fields for their
implementations.

In this work, implementation of the binary field sizes
recommended by NIST including 163, 233, and 283 have
been considered. The GF(2m) elements are structured in
polynomial representation and the reduction polynomials
used are:

f (x) = x163 + x7 + x6 + x3 + 1; f (x) = x233 + x74 + 1;
f (x) = x283 + x12 + x7 + x5 + 1; for 163, 233, and 283 field
sizes, respectively.

4. The Proposed Architecture
To implement ECDH algorithm on FPGA, the core of

elliptic curve cryptosystem that is, the scalar multiplication,
as presented in the hierarchical structure shown in Fig. 1,
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TABLE I. Summary of Related Works

Reference Architecture Method Implementation Field Optimization Other
/Multiplier Platform target (Features)

[32] Compact Carry-Chain logic FPGA Prime Small area Countermeasure
for SPA attack

-used generic logic
[33] Pipelining -Karatsuba multiplier FPGA Binary High speed

(Two stage pipelining) -used generic logic
[34] -High performance Quadratic full-precision FPGA Binary High speed

(Two stage pipelining) -used generic logic
-a single multiplier

-Low-latency Quadratic full-precision Low-latency
Three multipliers But, consumed

large resources
[31] Compact Montgomery Ladder FPGA Prime Small area

Algorithm Counter measures
-Sequential with for Side channel and

micro-coding Low-latency fault injection
DSP slices were used But, consumed attack

for Arithmetic unit large resources
-Used distributed RAMs

for local storages
[30] Serial to parallel Montgomery method FPGA Prime High speed

for standard Double
and Add algorithm
-Used DSP48 and
dual-port BRAMs

is considered. The Montgomery method that is based on
projective co-ordinates system for scalar multiplication is
used. Thus, Algorithm 5 which composes Algorithm 3 and
Algorithm 4 is implemented. These algorithms are imple-
mented in parallel for efficiency, while using le f t−to−right
approach for point addition and point doubling in order
to balance the resource consumption. For conversion from
projective back to affine coordinates system, Algorithm 6,
which is the standard method is used. But, the inversion step
is performed using pre-computation. Furthermore, pipelin-
ing method is employed in this work based on pipelining
registers and the control logic. DSP slices are cascaded
for the process of parallelization and to speed up the
computation. In this work, binary field is considered instead
of prime field.

Moreover, in the proposed method, inverses are pre-
computed and stored in BRAMs. Since the approach used
in [30] is intended for high speed processing, and the main
purpose of the work in [31] is to produce compact architec-
ture, the proposed architecture in the current work is used
to balance speed and area trade-offs for reasonable resource
utilization and good performance by using dedicated DSP
slices and BRAMs for the complex computation part, and
the traditional FPGA logic elements for flexible controlling
and simpler logical and arithmetic operations.

DSP48E1 slices found in Xilinx Seven Series FPGA
platforms [35] are used to implement the Montgomery

Figure 1. Hierarchy of Finite Field Point Multiplication

method for performing scalar multiplication based on both
point doubling and point addition operations. The struc-
ture of the Montgomery method for point doubling with
projective co-ordinates based on DSP48E1 construction is
represented as shown in Fig. 2. In this case, to generate the
X2 and Z2 outputs, only two DSP48E1 slices are required
which can be processed in parallel. To produce Z2, a DSP
slice with only one multiplier component is used. Whereas,
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to obtain the X2 output, one DSP slice which consists of
one multiplier and one adder is used.

But, based on the same approach, six DSP slices are
needed to perform one point addition operation as shown
in Fig. 3. Four of them require only a multiplier, and
only two DSP slices use a multiplier together with an
adder component. All these six DSP slices can be executed
in parallel. The hardware required for implementation of
the squaring operations shown in both Fig. 2 and Fig. 3
are not significant and can be negligible as the squaring
operation over GF(2m) is in binary. The inverse steps found
in the projective coordinate system are implemented by pre-
computing and storing them in BRAMs.

A control block is used as shown in both Fig. 2 and
Fig. 3. The control logic is used to effectively manage
the activities of the major components of the implemented
architecture including DSP slices, BRAMs, and registers;
and, to synchronize the parallel operations of the replicated
DSP slices as well as the pipeline registers. Operations
including read and write activities and processes of registers
and block RAMs are also synchronized based on the control
logic. The control logic consists of signals that are used to
manage the synchronization by activating and de-activating
them for the working of the BRAMs, DSP slices, and the
pipeline-able registers. It is implemented based on simple
finite state machine (FSM) using the FPGA logic elements.

To implement these architectures for large number of
point additions and doublings, the DSP slices are cascaded
and then executed in parallel as shown in Fig. 4 and Fig. 5
for point doublings and point additions, respectively. The
replicated structures shown in Fig. 4 and Fig. 5 that are
constructed from the basic point addition and point doubling
structures shown in Fig. 2 and Fig. 3, respectively, are useful
for pipelining processes so as to increase the throughput.
However, this works with area cost.

The clock cycles (CCs) required to perform Mont-
gomery point addition are two CCs. Whereas for Mont-
gomery point doubling, one CC is needed. To compute
the total time consumed, the execution time required for
point doubling and point addition processes and the number
of bits of the corresponding binary curve are used. If the
number of bits used for a selected curve is represented by m
(where m can be 163, 233, or 283), and the total execution
time achieved for implementation of both point doubling
and point addition operations on the specific platform is
represented by t, then: m · t is used to obtain the total
consumed time, excluding the time required for inversion
operation since inversion is pre-computed in this work. For
example, if m=163, and the total execution time for both
point additions and point doublings are t=100 ns, then,
the total consumed time for the specified total clock cycles
becomes 16300µs. In case of Kintex-7, for m=163, the total
execution time is 10.75 ns, for m=233, the total execution
time is 11.68 ns and, for m=283, the total execution time is

12.46 ns. In case of Virtex-7, for m=163, the total execution
time is 9.5 ns.

5. Implementation Approaches and Result Comparisons
The compact and efficient architecture proposed in this

research work is a new approach as it uses a parallel-
pipelined method based on cascaded DSP48E1 slices with
BRAMs in combination with traditional FPGA logic ele-
ments for scalar multiplication in binary field in projective
coordinates system using Montgomery method so as to
implement ECDH algorithm and speed up the process.

Existing similar works used either traditional FPGA
generic logic only, or the FPGA hard-cores exclusively
to implement their respective architectures for either com-
pact or high speed architectures, respectively. This work
exploits the balanced use of both of these resource types
for reduced area and balanced speed of performance. For
complex arithmetic operations DSP slices are used, and
for simple logical and arithmetic operations and control
operations, the traditional FPGA fabrics are used. The
optimization target is small resource utilization with good
performance considering the security of constrained IoT
devices. Moreover, the high speed performance is also
useful for high performance platforms in IoT network. The
proposed architecture achieved both requirements.

The proposed architecture has been implemented on the
modern Xilinx 7-series FPGA platforms including Kintex-
7, and Virtex-7 devices. These modern platforms consist
DSP48E1 hardcore which can flexibly perform complex
arithmetic computations and logical processes. They are
useful to construct pipelining architectures, and cascading
of several DSP slices for parallel operation.

The Xilinx 7-series platforms support DSP blocks with
25 × 18 multiplier, and 48 bit for addition. However, since
cascaded DSP slices have been used in this work so as to
provide wider word widths, 16 bits for multiplication and 32
bits for addition have been used. Then, cascading has been
applied from the same DSP column blocks for efficiency.

The BRAMs used are dual-port, and made to store pre-
computed inverse values and input data for DSP slices.
Since the 7-series FPGAs are used, Vivado HLS is used for
verification and synthesis. This state-of-the-art tool provides
different optimization directives to flexibly implement the
required resources. The C-based pragmas enabled to im-
plement the preferred resources as required. The default
synthesis and implementation processes and technology
mapping used by the synthesis tool (by default), are man-
aged and changed based on the optimization targets using
the HLS optimization directives available in Vivado HLS
tool and the coding styles followed by using the HLS
pragmas. Therefore, using this approach, specific hard-cores
could be utilized such as DSPs and BRAMs, and it also
enables to use even other different available resources as
needed.
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Figure 2. Single Cycle Point doubling using DSP slices based on Montgomery Method

Figure 3. Single Cycle Point addition using DSP48E1 based on Montgomery Technique

The architectures proposed for elliptic curve point mul-
tiplications in binary field use NIST recommended curves
including 163, 233, and 283 sizes for implementation. Only
x-coordinate values are enough to be computed.

The functional verification of the elliptic curve point
multiplication algorithm is first performed using Vivado
high-level synthesis (HLS) 2018.3 tool. The generated x-

coordinate value and the computed shared secret value by
ECDH algorithm are shown in Fig. 6 and 7, respectively.
Table II shows the performance comparisons of the pro-
posed work against existing research outcome found in the
open literature.

Then, the algorithm has been synthesized and imple-
mented on the aforementioned FPGA devices, and the
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Figure 4. Point doubling using cascaded DSP48E1 slices based on Montgomery Method

Figure 5. Point addition using cascaded DSP48E1 slices based on Montgomery Technique

Figure 6. The generated x-coordinate value

Figure 7. The computed shared secret value

generated VHDL codes were synthesized and implemented
using Vivado 2018.3 IDE.

The inversion arithmetic required to convert from
projective coordinates back to affine coordinates is pre-
computed using Extended Euclidean algorithm. The NIST
recommended elliptic curves over binary fields including

163, 233, and 283 bits are considered so that they could be
used for ECDH key exchange based on users’ preferences.
Fair result comparisons could be done when the implemen-
tation platforms are similar and the used fields are the same.
Thus, prime field implementations are not included in result
comparisons. Moreover, existing implementation outcomes
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that have used devices older than 7-series platforms are not
included in result comparison for fair comparisons, since
our architecture utilized DSP48E1 hard-cores which exist
in such platforms. In addition, existing architectures which
have used only pure hardware resources such as the generic
FPGAs’ logic elements and embedded hard-cores such as
DSP slices and BRAMs are used for fair comparisons
excluding design approaches such as hardware/software co-
designs as well as software implementations.

Therefore, the 7-series FPGAs’ dedicated DSP48E1
slices and BRAM blocks together with generic FPGA fab-
rics are utilized for the proposed architecture that consists
Montgomery algorithm based on projective coordinates to
speed up the performance of point multiplication. The
approach enabled to achieve better performance of the scalar
multiplication for ECDH in terms of performance time
and resource utilization. Instead of using only the FPGA
traditional logic elements that are required in large amount
to implement such complex arithmetic operations, the ded-
icated blocks are used in addition, to efficiently implement
the proposed architecture for the purpose of enhancing
speed of performance and optimized resource utilization.
The proposed architecture balanced the utilization of the
traditional FPGA logic elements and that of the dedicated
hard-cores as shown in Table II; and, the proposed method
utilized fewer numbers of the generic elements compared
to existing results, while outperforming in terms of the
total time required for scalar multiplication for all the
used field sizes. Thus, for implementations performed on
Kintex-7 platform, existing similar works produced timing
performance in ms which is very slower compared to the
achieved results in µs of the proposed work.

Moreover, the results shown by existing works for
hardware resources in terms of slices and look up tables
(LUTs) is larger than the proposed work. Table II shows
that existing works have not used dedicated hard-cores, but,
the proposed work used DSP slices and BRAM blocks for
implementation of the proposed architecture. For example,
as shown in Table II, for the different field sizes on Kintex-
7 platform, the proposed work utilized from 971 to 1214
FPGA slices, 4 to 6 BRAMs, and 32 to 64 DSP slices, as
well as 1.75µs to 3.53 µs timing performance. Whereas,
for the same platform, existing research outcomes showed
from 3016 [7] to 6620 slices [36], 1.06 ms [36] to 2.66
ms [7] timing performance with no DSP slices and BRAMs.
Similarly, on Virtex-7 platform, the present work utilized
1161 slices, 4 BRAMs and 32 DSP slices, while achieving
1.55µs timing performance for the field size of 163 bits.
Whereas, the outcomes of the existing works range from
1476 [37] to 8736 [38] slices and 1.70µs [26] to 10.80µs [4]
timing performance, with no dedicated hard-cores utiliza-
tion. As sown in Table II, the performance of the proposed
work balances the resource utilization of both the generic
FPGA fabrics and the hard-cores while providing efficient
performance.

The performance comparisons are also analyzed graph-
ically as shown in Figs. 8 and 9. Fig. 8 shows comparisons
based on consumed hardware resources on Kintex-7 and
Virtex-7 platforms. Compared to the outcomes presented
by existing works, smaller amounts of slices are utilized by
the proposed work on both platforms.

Fig. 9 shows the comparison of timing performance of
existing research results with the current work on Kintex-
7 and Virtex-7 platforms. The performance comparisons in
Fig. 9 show that the proposed work has better timing per-
formance than existing similar works found in the literature
for both Kintex-7 and Virtex-7 platforms.

6. Conclusions
In this research work, smaller and efficient EC point

multiplication architecture for binary field NIST curves is
proposed and implemented on FPGA based on Montgomery
algorithm with projective coordinates system, and used for
implementation of ECDH algorithm. This compact and
efficient architecture is aimed to address the IoT net-
work security that involves constrained devices that require
lightweight and efficient security mechanisms. Exploiting
the advantages of modern FPGA resources is helpful to
produce effective architecture for complex cryptographic al-
gorithms, in order to efficiently implement them. Utilization
of generic FPGA fabrics for implementation of complex
algorithms consumes large amounts of such resources and
leads to slow performance. On the other hand, utilization
of the FPGAs’ hard-cores for simple logical and arith-
metic operations is not cost effective in terms of hardware
resource utilization and is limited in terms of flexibility.
Thus, the proposed work balanced the uses of these FPGA
resources and utilized the traditional FPGA resources for
simple arithmetic and logical processes while utilizing the
embedded hard-cores for complex arithmetic and logical
operations. As a result it balanced the utilization of both
resource types and reduced the performance bottlenecks of
elliptic curve scalar multiplication that is used for ECDH
algorithm on FPGA. Using this approach, smaller hardware
resources (971 slices, 4 BRAMS, and 32 DSP slices) and
balanced timing performances (1.74µs) are achieved on
Kintex-7 platform for the proposed architecture compared
to existing research outcomes found in the literature. On
Virtex-7, enhanced timing performance (1.55µs) is achieved
and balanced resource (1164 slices, 4 BRAMs, and 32
DSP slices) are utilized. In the future, elliptic curve digital
signature will be included to enable the hardware based
cryptosystem can provide multiple cryptographic security
services.
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TABLE II. Performance Comparisons for Implementations on Xilinx 7-series FPGA Platforms

Work Field Device Slice LUT BRAM DSP Freq. Clock Time
size (MHz) cycle

[7] 233 Kintex-7 -3016 9151 - - 255.66 679776 2.66 ms
283 4625 14440 - - 251.98 1395312 5.54 ms

[36] 163 Kintex-7 6620 7963 - - 306.48 325564 1.06 ms
This 163 Kintex-7 971 2877 4 32 324.52 1031 1.74 µs
work 233 1053 3168 6 64 345.324 1098 2.72 µs

283 1214 3225 6 64 375.745 1194 3.53 µs
[34] 163 Virtex-7 4150 14202 - - 352 1119 3.18 µs

163 Virtex-7 11657 41090 - - 159 450 2.83 µs
[37] 163 Virtex-7 1476 4721 - - 397 4168 10.51 µs
[38] 163 Virtex-7 8736 27105 - - 223 780 3.50 µs
[26] 163 Virtex-7 na 28911 - - 320.5 547 1.70 µs
[4] 163 Virtex-7 3657 10128 - - 135 3426 10.80 µs
This 163 Virtex-7 1161 - 4 32 381 1214 1.55 µs
work

Figure 8. Comparison of resource utilization

Figure 9. Result comparisons based on timing performance
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