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Abstract: The liver is a crucial and big organ in the human body, impacts the digestion system. Due to Liver diseases (LDs), so many
deaths are occurred in worldwide that nearly 2 million deaths per year. The main LD complications are cirrhosis that 11th position
in universal deaths, and others hepatocellular carcinoma and viral hepatitis that 16th leading position for global deaths. Fortunately,
3.5% of deaths are occurred due to LD. The capability of an ML approach for controlling LD can be identified through their factors,
co-factors as well as complications respectively. In this research, we gather the personal and clinical information about1460 individuals
with 17 LD feature attributes include diagnosis class attribute from 2018 to 2020 with good questionnaire from north coastal districts
of A.P., India hospitals, and reputed clinical centers. We apply machine learning (ML) models like Logistic Regression (LR), SVM
with RBF kernel, Naive Bayes (NB), KNN, and Decision Tree (DT or Tree). As per the ML model’s analysis, the DT model presents
the superior classification accuracy that value is 0.9712 (97.12%) than other experimental ML models for the collected LD dataset.
Our proposal model incremental hidden layer (HL) neurons ANN (Artificial Neural Network) solutes LD detection with the highest
classification and testing accuracy that the value is 0.999 (99.9%) at the 30 HL neurons.
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1. Introduction
The weight of the liver is nearer 1 to 1.5 Kg. It occupies

1.5% to 2.5% of body mass. So, it is the elephant or
the largest organ of the human body. It evolves with two
types of cells that are non-parenchymal and parenchymal.
The parenchymal are designated hepatocytes. The non-
parenchymal cells are four distinct types including Liver
Macrophages or Kupffer cells, Pit cells or killer cells, fat
storing or stellate cells, and Sinusoid lining endothelial
cells. Clinically, the liver disorders (LDs) distinguish ob-
structive (cholestatic), hepatocellular, and compounds of
both or mixed. The hepatocellular LD is related to necrosis,
viral hepatitis, alcoholic LD, liver injury predominantly,
and so on. The cholestatic LD leads to cholestatic LDs,
gallstone, alcoholic LDs, inhibition of bile flow, and so
on. The mixed pattern LDs are related to the viral hep-
atitis cholestatic forms, drug-induced LDs, and injury of
both hepatocellular, and cholestatic [1]. The main essential
functionality of the liver is releasing the toxic elements
and systematically digesting food. Most cases of Fatty
Liver Disease(FLD) causes are alcohol abuse and viruses.
So many LDs are there, but some of the LD cases like
cirrhosis is the main cause of LD deaths. 20% to 40% of
the population suffered from NAFLD (Non-alcoholic fatty
liver disease) in developed and developing countries cause

of hepatocellular carcinoma. The clinical and epidemiolog-
ical studies with electronic records in medicine are very
crucial to further studies [2]. Hepatitis A, B and C are
the Liver Disorders (LDs) cause of viral infections [3]. In
this, Hepatitis A is not dangerous than other hepatitis viral
infections [4]. Hepatitis B and C are transmitted one to other
cause of viral infections. It infects infected persons to health
individuals in several ways that are blood transformation,
sexual interactions, body fluids, sharing of reused medical
equipment and so on [5], [6]. Due to a lack of proper
treatment, more than 1 million people are dying every year
from liver hepatitis C virus (HCV) diseases. The shape
of the liver is differed as per the liver disease. Kohara et
al. (2010) [7] researched on normal and abnormal shapes
of the livers utilizing statistical and coefficients models.
In this experiment, they choose 9 cirrhosis and 9 normal
liver shapes hidden valued data and analyzed with Principal
Component Analysis (PCA) model. They classified the liver
shape components of first and second with feature vectors.
As per analysis, identification of the cirrhosis liver by
utilizing liver shape model. LD Progression happens in
four stages that are fatty liver (FL), hepatitis, cirrhosis,
and liver cancerous or carcinoma. The table 1 shows the
details about each stage of LD, causes, and symptoms in
detail. A medical and clinical symptomatic cycle attempts
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TABLE I. Description of Liver Disease (LD) Stages and Symptoms

LD Stage LD Progres-
sion Type

LD Causes Symptoms

First Fatty Liver
(FL)

Overweight, Insulin resistance, High
blood sugar or hyperglycemia, type2
diabetes and High levels of fats

loss of appetite, weight loss, weak-
ness, fatigue, nosebleeds, itchy
skin, yellow skin and eyes, web-
like clusters of blood vessels, un-
der our skin, abdominal pain ab-
dominal swelling, swelling of your
legs breast enlargement in men and
confusion [8]

Second Hepatitis Hepatitis C virus, Hepatitis B virus,
Fatty liver Alcohol-related liver dis-
ease, Autoimmune hepatitis

Fatigue, Abdominal discomfort
Yellowing of the skin and whites
of the eyes, jaundice, An enlarged
liver, spider angiomas, Skin rashes,
Joint pains and Loss of menstrual
periods [9]

Third Cirrhosis Chronic alcohol abuse, Chronic vi-
ral hepatitis, Fat accumulating in the
liver, hemochromatosis, Cystic fibro-
sis, Wilson’s disease, biliary atresia,
Alpha-1 antitrypsin deficiency, galac-
tosemia, Genetic digestive disorder,
autoimmune hepatitis, primary biliary
cirrhosis, primary sclerosing cholangi-
tis, Infection, brucellosis, Medications

Fatigue, bruising, Loss of appetite,
Nausea, swelling in your legs,
edema, Weight loss, Itchy skin,
jaundice, ascites, Spiderlike blood
vessels on your skin, Redness in
the palms of the hands, for women,
absent or loss of periods not re-
lated to menopause for men, loss
of sex drive, breast enlargement,
Confusion, drowsiness and slurred
speech [10]

Fourth Liver Cancer-
ous or Carci-
noma

Liver cells develop changes (muta-
tions) in their DNA, A cell’s DNA ma-
terial, DNA mutations cause changes
in these instructions, a mass of cancer-
ous cells, chronic hepatitis infections

Losing weight without trying, Loss
of appetite, Upper abdominal pain,
Nausea and vomiting, General
weakness and fatigue, Abdominal
swelling, jaundice, White, chalky
stools [11]

to discover the connection between known hidden patterns
among disease records having a place with various classes
of clinical information separated from actual assessment,
past records, and furthermore clinical tests [12] [13] . In-
telligent ML (machine learning) and NN (neural networks)
models have assumed a crucial job in LD diagnosis. The
main intention of all these algorithms has been to analyze
LD data and predict the disease. Datasets have been played
a vital role in the analysis and identification of the disease
in the medical field. Sometimes, the diagnosis of the disease
is complex due to the huge and complex data for analysts.
Several earlier studies found that ML techniques offered
a broad range of tools, methods, and challenges, etc. to
address health care problems. This paper has been focused
on the identification and classification of Liver Disease
using intelligent statistical ML methods including the Incre-
mental Hidden Layer Neurons ANNs model. Novel Andhra
Pradesh Liver Disease (APLD) dataset is worked well with
novel proposal methodology for detection of liver diseases.
In this, increasing the accuracy relatively increasing neurons
in hidden layer of ANN until 30 neurons without over fit

problem. It is effective and efficient than other experimental
traditional ML models and other mentioned past works. The
highlights of this research work were mentioned as follows:

• The Data set is collected with a good questionnaire
that personal and clinical values of 1460 individuals
from reputed hospitals and clinical centers of North
coastal districts of Andhra Pradesh, India.

• Five ML algorithms and Incremental HL (hidden
layer) neurons ANN (artificial neural network) mod-
els have been considered for the analysis of LD.
As per the comparative analysis, the proposal model
performance is superior to all other experimental
models, and researched relative LD works.

The rest of the sections of this paper areas

• Section 2 describes the background of the work. In
this literature survey, we reviewed 122 reputed journal
papers related to liver diseases, causes of LD, LD
detection, LD related to ML, and NN. Most of the
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authors express their research on LD with different
datasets and models. In this section, we focused on
and described some of the popular research works
related to this research work.

• Section 3 represents the proposal model working.
In this, we present our proposal model incremental
HL neurons of ANN and mathematical description
of working ANN’s loss function value, Gradient de-
scent, learning capabilities of ANN and performance
parameters, and so on.

• Section 4 describes experimental setup in detail. In
this, we present experimental setup of dataset and
materials and methods.

• Section 5 projects result analysis with Five ML al-
gorithms and Incremental HL neurons ANN models.
In this section, we have to cover the experiments
for detecting LD with several ML models including
the proposal system. We compare the models all
performance results in one to others in a systematic
way and discuss with other LD related works.

2. Literature Survey
The liver is significant and the biggest inward organ

of the human body that performs essential capacities, for
example, detoxification of medications, chemicals, protein
creation, and blood filtration. ML on LD is a novel topic in
this decade. In this section, we have referred and described
various research works gathered from reputed journals
related to this work. In this, we focused on diagnosis
liver diseases using different ML, NN (neural networks)
and DL (Deep Learning) models for different LD Datasets.
Atabaki et al. (2020) [14] researched on Non-alcoholic FLD
with various omics and clinical data. In this study, they
analyzed 3,029 adult individuals that were 795 individuals
T2D diagnosis and 2,234 individual’s multi-omics clinical
data. They applied the least absolute (LA) shrinkage and
selection (SSO) operator for feature selections and RF
models for the classification. As per their observations
and comparisons, they find an AUC (Area under the ROC
Curve) value of 0.84 for all clinical and omics variables
and the AUC value of 0.82 for the clinically accessible
variables. They conclude that the combination variables
of clinical and omics performance were superior to other
experimental variable models. Gatos et al. (2017) [15]
analyzed chronic LD (CLD) ultrasound SWE (Shear wave
elastography) images on 126 (CLD -70 and control - 56)
individuals using the SVM model. The model performed
the highest CA of controlled instances to CLD with 87.3%.
The specificity and sensitivity values are respectively 93.5%
and 81.2%, and the AUC value is 0.87. Yip et al. (2017)
[16] predicted NAFLD using ML models on 23 param-
eterized NAFLD clinical data set. In this analysis, they
used 922 screening subjects and four ML models that
were LR, RR (ridge regression), decision tree (DT), and
AdaBoost. The data is splinted into 70% for training and

30% for validation, and they choose the predictor attributes
triglyceride, high-density lipoprotein cholesterol (HDLC),
alanine aminotransferase (AATF), HA (hemoglobin A1c),
hypertension, and count of a white blood cell. They get
0.87 training AUC and 0.88 validation of AUC values. They
concluded, “NAFLD ridge score is a simple and robust
reference comparable to existing NAFLD scores to exclude
NAFLD patients in epidemiological studies.” Rahman et al.
(2019) [17] researched on Indian Liver Data Set from UCI
ML repository with 9 filed. They applied and compared
6 ML models like NB, KNN, SVM, DT, RF, and LR.
In this, they found accuracy values 0.53, 0.62, 0.64, 0.69,
0.74 and 0.75 respectively. They conclude the LR model is
superior to other experimental ML algorithms. Khusial et al.
(2019) [18] analyzed on 2 to 25 age of NAFLD individuals.
In this research, they choose a total of individuals 559
(222 NAFLD and 337 non- NAFLD) diagnosed by MRI or
liver biopsy. They also assed Liver enzymes, blood lipids,
anthropometrics, and glucose and insulin metabolism were
also assessed. RF ML approach was applied to the clinical
and metabolomics data sets. The data is split into test
and training and applied feature selection and dimension
reduction. They concluded that “The highest performing
classification model was the random forest, which had an
area under the receiver operating characteristic curve (AU-
ROC) of 0.94, the sensitivity of 73%, and specificity of 97%
for detecting NAFLD cases.” The liver is most used for
digestion structure where it is Exocrine Gland impacts on
fats and normalized pH values of food using alkaline nature.
Some abnormal LDs as hyperbilirubinemia identification is
difficult in the early stage. One of the specific ways to
diagnose LD is a liver function test. Muruganantham et
al. (2020) [19] analyzed LD utilizing (BC) Binary clas-
sification that the individual suffered from LD is one set
and without LD is the second set. They analyzed using an
ensemble-based approach to find accuracy. Liver cancer or
carcinoma is diagnosed by CAD (computer aided design)
for accurate detection, where cancer [20] tissues are not
recognized manually. There are a few factors that cause
liver malignancy, for example, liquor, smoking, weight,
and so on. Finding liver malignancy isn’t simple at the
beginning stage. Das et al. (2018) [21] researched liver
cancer images, for this they used 225 liver cancer CT
images and processed them with the model watershed
Gaussian-based deep learning (WGDL) model. They got
99.38% accuracy at 200 epochs with DNN classifier. This
work is very useful for the analysts for the diagnosis
of LD cancer with CT images. Gogi et al. (2020) [22]
reviewed so many papers related to LD, especially Liver
cancer or Hepatocellular carcinoma(HCC) predictions and
scenarios. In this, they analyzed various papers related to
HCC that were clinical trial, tumor grading, laboratory and
imaging studies in various research works. Pruthvi et al.,
(2017) [23] reviewed liver cancer images with ML model
research works. In this research, they reviewed different
methodologies and models of ML with liver cancer CT
scan and MRI images. Moreover, explained problems with
medical diagnosis systems and solutions with different ML
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and NN algorithms, and compared every analysis and model
with different works. Ksia et al. (2018) [24] studied liver
cancer with the HCC dataset. In this study, they used 165
patients’ data with 49 feature attributes, moreover, they
focused on life and death categories of the HCC dataset
that are 102 live patients and 63 dead patients that cause
liver cancer. They used 10 ML models with/without feature
selection on the HCC dataset. The GA algorithm was
coupled with 5-fold cross-validation method was performed
two times. The GA was used in parallel with the feature
selection algorithm and classifier parameter optimization.
The proposed model achieved the best accuracy and F1-
Score values of 0.8849 and 0.8762 respectively. Naeem
et al. (2020) [25] studied MRI and CT images of liver
cancer using hybrid feature analysis ML models. In this
study, they analyzed 200 (MRI-100 and CT-scan-100) 512
X 512 sized liver cancer images with 10 optimized features
that selected by feature selection algorithms. Furthermore,
applied 4 ML models like MLP, SVM, RF and J48 utilizing
10-fold validation. In this, they achieved in MLP more
accuracy values that were in MRI images 95.78% and in
CT images 97.44%. Rajeswari et al. (2010) [26] analyzed
LD utilizing DM algorithms on UCI repository LD dataset
that contain 7 attributes and 345 instances. In this research,
they described causes of LD, symptoms of LD, and types of
LD and more over LD with ML analysis. The experiment
was computed with ML algorithms like K-star, Naı̈ve Bayes
and FT Tree using WEKA tool. As per comparison and
findings, NB, FT Tree, and K-Star models’ accuracy and
time value are 96.52% in 0 sec, 97.10% in 0.2 sec, 83.47%
in 0 sec respectively. Akyol et al. (2017) [27] researched
on attribute importance of LD datasets, and balanced and
unbalanced liver datasets acquired from UCI repository
that are ILDP and BUPA. The study showed that the
balanced dataset was very accurate than the unbalanced
dataset. The accuracy values of BUPA and ILPD unbalanced
5 sub-datasets average values were 71.59% and 71.9%.
The accuracy values of BUPA and ILPD balanced 5 sub-
datasets average values were 77.24% and 74.85%. Khan et
al. (2019) [28] reviewed and analyzed a strategic analysis
on LD predictions using various classification algorithms
and they found the RF algorithm gave a good accuracy
value in so many reviewed researches works on LD. LD
infections one of the significant illnesses in the world, Liver
is one of the gigantic strong organs in the human body;
and is additionally viewed as an organ in light of the fact
that among its numerous capacities, it makes and secretes
bile. Kefelegn et al. (2018) [29] reviewed on analysis
and predictions of LDs utilizing DM techniques. In this
systematic review research, they reviewed huge research
works related to ML with LD. As per review analysis,
the working of different classifiers mainly K-NN, SVM,
C4.5, NBC and RF techniques on different LD datasets and
performances were explained. The back-propagation ANN
is a multi-layered NN organization method discovered by
Rumelhart and McClelland. It works by randomizing loads
of weights to the different layers relating to the input. The
loss function is described as error values within an output

and calculate this with gradient loss values. Bahramirad et
al. (2013) [30] reviewed several investigations on different
UCI LD datasets using DM models in deeper ways. In
this study, they had implemented 11 DM models to the
various LD datasets and compared the accuracy, recall, and
precision values to each other. The table 2 describes about
various research scenarios, datasets, models and results
represented by different researchers in different years. The
detailed analysis shown in the table 2.

3. ProposalModel andMethodologies
In this section, we describe about proposal model work

flow in detailed and ANN with back propagation working
model and network design. In other hand, we also describe
about confusion matrix, performance parameters and loss
function values and gradient decent values.

A. Proposal Model
In the Figure 1that explains the proposal model of the

liver disease (LD) prediction using incremental hidden layer
neurons of the back propagation ANN Algorithm. For this,
the LD and non-LD data is collected from the North coastal
districts (Vizainagaram, Visakhapatnam and Srikakulam) of
state A.P., India and stored as *.csv and *.mat formats. The
gathering data is spited in two parts of each patient that are
personal and clinical records. The preprocessed dataset is
input to the back propagation ANN model. The ANN model
is trained by the data set in two stages that initially the
algorithm decides the network structure of the system and in
second section decides the network weights and smoothing
parameters. The main aim of the experiment is to classify
LD and non-LD. The number of neurons is decided in the
input layer by utilizing the feature input vector dimensions.
In this problem, there are 16 feature dimensions and one
class attribute involved in feature vector that are gender, age,
smoke, drink, of the patient, age and remaining dimensions
are LD clinical parameters like TB, DB, TP, ALKP, ALAT,
ASPAT, Albumin, and AG-Ratio.

B. ANN (Back Propagation) Model
The figure 2 shows the ANN model for LD analysis

with back propagation. The inputs of the network are X1,
X2 . . . X16 is the features for LD detections with a target
class (Yes or No). The neural network (NN) is composed
of three layers that are Input, Hidden, and Output, and each
of these layers is made of neurons. The neural training
set is established with input and output-based pairs using
feature values. Especially, NNs performs this mapping by
processing the input through a set of transformations. As
per our experiment, the hidden layer neurons are increased
5 at a time in each step, and it can continue until the peak
performance goal was reached. In this process, the input or
feature or evolutionary values are transformed through the
HL then output is predicted at the output layer.

These transformations are depended on the weight (W)
and bias (B) values. In mean training time, the network
learns and needs to change the weights for minimizing the
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TABLE II. Descriptions of Different Research Works with different data sets and models on Liver Diseases (LDs)

Ref.
No.

Author Contribution and Area Results Year

[31] Sontakke et
al.,

Diagnosing Chronic Liver Disease
(HCC with HCV-related) using ML
models dataset contains 4423 CHC
patient’s clinical values.

Accuracy, Precision Sensitivity,
Specificity Values of SVM: 71%,
64.1%, 71.5%, 88.3%, andANN
(MLP): 73.2%, 65.7, 73.3, 87.7
respectively.

2017

[32] Xu et al. LD identification utilizing LMBP neu-
ral network, rough set theory (RS) and
hybrid model RS-LMBPNN

Predicting accuracy of LMBPNN-
90% and RS-LMBPNN- 96.67%

2016

[33] Hassan et al. Diagnosis of Focal LDs SoftMax layer
classi[U+FB01]er for Ultrasound Im-
ages compared with SVM, KNN and
NB

Accuracy of resulting values
of Multi-SVM 96.5%±0.019
KNN- 93.6%±0.022Naı̈ve Bayes
95.2%±0.016SoftMax layer
classi[U+FB01]er 97.2%±0.023

2017

[34] Abdar et al., Diagnosis of Liver Disease Using
MLP NN and Boosted DTs and used
UCI Dataset (ILPD)

Accuracy of MLPNNB-C5.0 is
94.12 MLPNNB-CHAID is 79.34
MLPNNB-CART is 79.69

2017

[35] Özyurtet al., The study uses CT images of 41 be-
nign and 34 malign samples Hash-
Based CNN is superior than ANN
SVM KNN classification

Classification LD ANN SVM
KNN Hash-Based CNN 89.3%,
83.9%, 83.9% and98.2%

2018

[36] Singh et al., LD prediction with ML models like
K-NN, LR and SVM and comparative
analysis

K-NN model Accuracy -73.97%.
Sensitivity 0.904 and specificity
0.317LR Model Accuracy -
73.97%. Sensitivity 0.952 and
specificity 0.195 SVM Model
Accuracy - 71.97% Sensitivity-
0.952 and specificity-0.195.

2018

[37] Auxilia et al., LD prediction using ML on ILPD UCI
repository Dataset, furthermore apply
ML models like DT, NB, RF, SVM
and ANN.

Accuracy of the algorithms DT,
NB, RF, SVM and ANN values
are 81%, 37%, 77%, 77% and 71%
respectively.

2018

[38] Reddy et al., Predicted Fatty LD using Ultrasound
Imaging dataset with Deep Learning
like CNN, VGG16 + Transfer Learn-
ing 87.5% VGG16 Transfer Learning
+ Fine Tuning 90.6%

Classifier Accuracy in (%) CNN
84.3% VGG16 + Transfer Learn-
ing 87.5% VGG16 Transfer Learn-
ing + Fine Tuning 90.6%

2018

[39] Srivenkatesh
et al.,

LD detection with ML models like K-
NN, Support Vector Machines, Logis-
tic Regression, Naive Bayes, Random
Forest with MSE value

MSE values of ML models K-NN -
0.55 SVM-0.53 LR-0.48 NB - 0.70
RF- 0.50.

2019

[40] Ramaiah et
al.,

Diagnosing Chronic Liver Disease us-
ing 1583 instances Dataset that col-
lected from UCI ML repository

J48 64.37% NB 57.23% 42.77
REP Tree 66.27% and RF 100%.

2019

[41] Singh et al., LD prediction using ML. the feature
selections attributes were collected
from ILPD UCI repository Dataset
and moreover applied ML models
like NB, IBK, and RF on optimized
datasets, and discussed comparative
analysis among the ML techniques.

Accuracy values of NB- 55.74
SMO- 71.35 IBK- 64.15 J48-68.78
RF- 71.53

2020

[42] Mai et al., Liver Cirrhosis Diagnosis using ANN
model and analyzed 1152 HBV-related
HCC patients AUC values compared
with LR model

Performance ANN and LR AUC
values are 0.757 and 0.721 respec-
tively

2020

[43] Kuzhippallil
et al.,

Comparative Analysis of ML Models
on ILD Data set collected from UCI
ML repository

Accuracies of MLP - 0.71,
KNN-0.72, LR-0.74,
RF-0.74 GB-0.66 AdaBoost 0.68
XG-Boost-0.70 Light GBM-0.70
Stacking Estimator-0.83

2020
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Figure 1. Proposed model for Liver Disease Detection using Incremental hidden layer neurons of the ANN

loss function value (L) or error value between the output
and target values. The weights are updated using gradient
descent (GD) optimization function at each epoch.

W (n) = W (n−1) + ε
∂L
∂W

orW (n+1) = W (n) + ε
∂L
∂W

(1)

Where W represents the weight value, n indicates the
nth weighted value, epsilon (ε) indicates the learning rate,
and L is the loss function value (or Error). (∂L) / (∂W) is
gradient that measured weight to loss. If this value is larger
than it indicates that the weighted value is updated more and
more during gradient decent iteration. The general format of
activation of a neuron with one feature is calculated using
the Eq 2

A = X ∗W + B (2)

That the previous layer output value X is multiplied by W
(weigh), and added with bias (B). If the networks have more
feature values then the neuron activation value is calculated
as below Eq 3. This equation is a linear operation.

Ai =

n∑
j=1

Xi jW j + Bi (3)

Where, i = 1, 2, 3 . . . m. By above linear operation output
value is the input of the activation function . The activation
function is a sigmoid function for complicated tasks that
represented as follow the4.

σ (x) =
1

1 + exp(−1)
(4)

So, we can write the consequence output layer neurons
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computing Yi value as below 5 that

Yi = σ(Ai) = σ

 n∑
j=1

Xi jW j + Bi

 (5)

By above general equations are implemented to the hidden
layer neurons H and output layer neurons Y shown in 6 and
7.

H = σ
(
XW1 + B0

)
(6)

Y = σ
(
XW2 + B1

)
(7)

X is the input vector space, w1 and w2 are weighted values
of Hidden and Output layer neurons. B0 and B1 are the
bias values between 0 and 1 of Hidden and Output layer
neurons respectively. We will compute the loss or error
value between actual value (target value) T and output value
Y. So, the below Eq 8 prompts the error value in mean
squared (L).

L =
1
2

(Y − T )2 (8)

The partial differentiation of the Eq ?? with respect to HL
weights W2 then we get the solution Eq 9

σL
σW2 =

1
2

[
σ(

[Y − T ]2

σW2 )
]
=

1
2

[
σ(Y2)
σ(W2)

− 2T
σ(Y)
σ(W2)

]
(9)

As per equation (7) Y = σ
(
XW2 + B1

)
substitute in equa-

tion (9) then we get the result equation (10) as

σL
σW2 = H

[
exp(−HW2 − B1)

(1 + exp(−HW2 − B1))2

] [
1

1 + exp(−HW2 − B1))2

]
(10)

C. Back-Propagation and Gradient Decent (GD) Analysis:
The figure 3 shows the computational NN with one HL

that computes the loss function value L. The X represents
the inputs, H defines the hidden layer, Y describes the
output, and L is loss or error value calculated using equation
(8). T describes the target class values or actual values.
W1 and W2are weight values propagates the HL and OL.
B0 and B1 are bias values propagates the HL and OL
respectively. The neurons in this network according to
all the computed values for getting the L value. In this
process, one variable value is depended on other variable
computation that it follows the chain rule of calculus. The
bias values and weights are very crucial to compute the
gradient of L. In back propagation, we can update the
weights and biases values. The equation (11) specifies the
partial derivation with respect to W2 weights. It defines the
loss value at OL.

σL
σW2 =

σL
σY
σY
σW2 =

σL
σY
σY
σA2

σA2

σW2 (11)

The equation (12) specifies the partial derivation with
respect to W1 weights. It defines the loss value at HL
with chain rule derivation.Like derivation with respect
to weights, we can compute the loss function value is
computed with respect to bias values. Equations (13) and

(14)Instated of squared error, we can apply cross entropy
(CE) function. The CE loss function value is computed as
following equations(12,13,14,15)

σL
σW1 =

σL
σY
σY
σW1 =

σL
σY
σY
σA2

σA2

σW1

=
σL
σY
σY
σA2

σA2

σH
σH
σW1

=
σL
σY
σY
σA2

σA2

σH
σH
σA1

σA1

σW1 (12)

σL
σB1

=
σL
σY
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L(Y,T ) =
1

n
(∑n

i=1 −T (i)logY (i)
) − (1 − T (i)

)
log
(
1 − Y (i)

)
(15)

4. Setup and Performance Analysis
In this section, we describe about Andhra Pradesh Liver

Disease (APLD) data-set description in detail. As well as,
describe about confusion matrix.

A. Description of Liver Data-set:
The data is collected from north coastal districts of

A.P., India from reputed clinical organizations and patients.
The table describes each feature and class attribute of the
experiment. In this, there are 16 feature attributes (X1 to
X16) and class attribute C1 involved with 1460 records (585
Non-LD records and 875 LD records). Table 3 depicts the
description of LD data-set in detail.

B. Confusion Matrix:
Confusion Matrix is a performance measurement for

classification of ML problems. In this, we represent the
confusion matrix for the Liver Disease (LD). The table-
IV demonstrates LD confusion matrix with Table 4 distinct
combining of Predicted and Actual values and real qualities
[44].

C. Performance Parameters:
We need to determine the performance parameters like

TPR,-Recall or sensitivity, SPC-Specificity, False Nega-
tive Rate (FNR), Miss Rate, FPR, True Negative Rate
(TNR), Positive Predictive Value, Precision, ACC-Accuracy,
FDR-False Discovery Rate, NPV-Negative Predictive Value,
DOR-Diagnostic Odds Ratio, and F1-Score. Some of the
performance parameters are describe through the equations
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Figure 2. ANN Back Propagation model for Liver Disease Detection

(16,17.18,19,20,21,22,23).

Accuracy(ACC) =
∑

TruePositive +
∑

TrueNegative∑
TotalPopulation

(16)

T PR =
∑

TruePositive∑
ConditionPositive

(17)

FNR =
∑

TrueNegative∑
ConditionPositive

(18)

FPR =
∑

FalsePositive∑
ConditionNegative

(19)

F1S core = 2 ∗
Precision ∗ Recall
Precision + Recall

(20)

S PCorT NR =
∑

TrueNegative∑
ConditionNegative

(21)

Prevalence =
∑

ConditionPositive∑
TotalPopulation

(22)

PPVorPRC =
∑

TruePositive∑
PredictedConditionPositive

(23)

5. Simulation Results and Discussion
Figure 4 shows connection Liver properties are checking

out the values between - 1 and +1, and colors (Red and
Blue). According to relationship esteems, the heist esteem
one determines exceptionally correlated attributes (demon-
strated dull red), and fewer qualities are announced as under
associated attributes (showed blue tone). Correlated attribute
esteems are zero or very closer to 0 (determined tone is
white). According to the analysis, self- attribute connection
esteems are one that the tone is dull red indicated in figure 4.
The X1 and X8 (age and BP) attributes are correlated with
the value of 0.64. As well, the clinical feature attributes
X9 and X10 (TB and DB) are correlated with the features
(AP and AA) X11 and X12 (correlated values are 0.49,
0.51, 0.52, and 0.54). The correlation values are 0.74 for
the features X11 and X12, 0.47 for the X14 and X15, and
0.61 for the X15 and X16 attributes.

A. ML Algorithms Analysis:
The figure 5 represents the confusion matrices of ML

algorithms. In this, the zero indicates the non-LD and one
represents the LD instances. All ML models are efficient
that AUC values are greater than 0.95 and classification
accuracy (CA) values are greater than 78%. The k-NN
model is configured with five neighbors, the distance metric
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Figure 3. Back Propagation General Architecture for Loss or Error calculations

TABLE III. Descriptions of Different Research Works with different data-sets and models on Liver Diseases (LDs)

Feature and class attributes Description Type
Age (X1) Age 6 to 99 Numeric

Gender (X2) Patient Gender Male 1Female – 0 Categorical
Smoke (X3) Has smoking habit or not (YES-1NO-

0)
Categorical

Drink (X4) Has Dirking habit or not, (YES-1NO-
0)

Categorical

Vomiting( X5) Any Symptom of Vomiting, (Present-
1Absent-0)

Categorical

Headache/Bone Ache (X6) Any Symptom of Headache(Present-
1Absent-0)

Categorical

Fever (X7) Any Symptom of Fever, (Present-
1Absent-0)

Categorical

BP(X8) Blood Pressure, Normal-0 Low-1
High-2

Categorical

Total (TB) Bilirubin (X9) TotalBilirubin (0.4 to 75) Integral
Direct(DB)Bilirubin (X10) DirectBilirubin range is 0.1 to 19.7 Integral

Alkaline(AP)Phosphatase (X11) Alkaline Phosphates range is 10 to
4929

Numeric

Alanine(AAT)Aminotransferase (X12) Alanine Aminotransferase –range 10
to 2000

Numeric

Aspartate(ASAT)Aminotransferase (X13) Aspartate Aminotransferase –range 5
to 4929

Numeric

Total-Proteins(X14) Total Proteins –range is 0.9 to 7.7 Integral
Albumin (X15) Albumin-range –range is0.9 to 7.7 Integral
A-GRatio (X16) Albumin andGlobulin Ratio –range is

0.3 to 4.0
Integral

Diagnosis (Class) (C1) Non-Liver Disease (Class 0) and
Liver Disease (Class1)

Categorical Class
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Figure 4. Correlation coefficients for feature attributes of A.P. Liver Data-set (APLD)

is Euclidean and weight measures are in a uniform. Figure
5 (A) is analyzed k-NN model with confusion matrix. As
per analysis, the k-NN ML model classifies 480 instances
correctly and 106 instances classify incorrectly out of
586 total instances in class 0, as well as 81 instances
are classified incorrectly and 793 instances are classified
correctly out of 874 instances of class 1(LD). So, 1273
(480 +793)class 0(non-LD) and class 1 (LD)) instances
are classified correctly out of 1460 imbalanced classes of
instances. The accuracy of the k-NN is 0.8719 (87.2%)
and recall values is superior then precision value. The class
one (LD) accuracy is superior with 0.8191 (82%) accuracy
than the class zero (non-LD) accuracy (0.907322(91%)).

The Tree ML model is constructed with parameters that
are induce binary tree, minimum number of instances in
leaves 2, do not split subsets smaller than 5, and limit the
maximal tree depth to 20. The Tree ML model is superior
to other experimental ML models with CA (0.9712) and
AUC (0.9712) values. Figure 5(B) is analyzed Tree model
with confusion matrix. The Tree ML model classifies 566
instances correctly and 20 instances classify incorrectly out
of 586 total instances in class 0, as well as 22 instances
are classified incorrectly and 852 instances are classified
correctly out of 874 instances of class 1 (LD). So, 1418
(566 +852 class 0(non-LD) and class 1 (LD)) instances
areclassified correctly out of 1460 imbalanced classes of
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TABLE IV. Analysis of Confusion Matrix Structure

Confusion Matrix

instances. The SVM model is configured as the cost value
is 1.00, regression loss epsilon is 0.10, tolerance value is
0.0010, iteration limit is 100, and kernel is RBF. Gaussian
RBF is familiar and efficient kernel used in SVM. The RBF
is calculated with K(a1, a2) = exp(−gamma||a1−a2||) where
||a1 − a2|| is Euclidean distance between a1 and a2, and
gamma value is 0.01. The SVM model, AUC and accuracy
values are 0.9530 and 0.7828 respectively. It performs least
than other experimental MLs that it classifies correctly only
1143 out of 1460. Figure 5(C) is analyzed SVM model
with confusion matrix. The class 1 (LD) classification
performance (0.988558352) is higher than class 0 (Non-LD)
CA values (0.476109215). So, it is very accurate model for
predict only diseased individuals. Figure 5(D) is analyzed
NB model with confusion matrix. As per analysis of the NB
ML model classifies 517instances correctly and 69 instances
classify incorrectly out of 586 total instances in class 0,
as well as 95 instances are classified incorrectly and 779
instances are classified correctly out of 874 instances of
class 1 (LD). So, 1296 (517 + 779) class 0(non-LD) and
class 1 (LD)) instances are classified correctly out of 1460
imbalanced classes of instances. The accuracy of the NB is
0.0.8876 (88.8%) and recall values is superior then precision
value. The class one (LD) accuracy is superior with 0.8868
(89%) accuracy than the class zero (non-LD) accuracy
(0.8817 (88%)). The Logistic Regression (LR) model, AUC
and accuracy values are 0.9675 and 0.9130 respectively. It
performs moderately compare to other experimental MLs
that it classifies correctly 1296 out of 1460 total instances.
Figure 5(E) is analyzed LR model with confusion matrix.
The class 1 (LD) classification performance (0.92791762)
is higher than class 0 (Non-LD) CA values (0.890784983).
The table 5shows the performance parameters AUC, CA,
F1, Precision and Recall values. In this analysis the Tree
model is superior to other experimental ML algorithms with
all performance parameters.

B. ROC Analysis of ML models:
The ROC curves of ML models are constructed in two

dimensional plots that x-axis specifies the FP – Rate or
specificity and y-axis indicates the sensitivity or TP Rate.
The ML models k-NN, Tree, SVM, Naive Bayes, and Lo-
gistic Regression ROC curves are specified with individual
colour shown in Figure 6. The k-NN represented with green
colour and AUC values is 0.9524. The ROC curve of Tree
is specified with violet colour and AUC value is 0.9887.

The SVM represented with orange colour and AUC value
is 0.9524. The ROC curve of NB model is specified with
brown and AUC value is 0.9596. The LR model AUC
value is 0.9675 and the ROC is represented with green
colour. The Figure 6 shows the comparative analysis of
experimental ML models. The blue colour bars represented
the AUC values and the brown colour bars represented the
classification accuracy values. As per analysis, the superior
values of AUC and CA are 0.9887 and 0.9712 in the model
Tree. The minor values of AUC and CA are 0.9524 and
0.7828 that are in models k-NN and SVM respectively.

C. ML Comparative Analysis using AUC and CA Values:
The Figure 7 shows the combative analysis of experi-

mental ML models. In this the decision tree model performs
well with 0.9887 and 0.9712 of AUC and CA values
respectively. All models’ performances are good with the
AUC values are above 0.95, and CA values are above 0.78.

D. Incremental HL neurons ANN Model evolutions
We analyze the incremental hidden neurons of the

hidden layer (HL) ANN model. We start with Five neurons
hidden layer to analyzing the ANN model and increment
the five neurons in each iteration step until getting the peak
performance without the over fitting the problem of the
ANN model. In this process, the ANN set up is that the data
division is random, use the Liebenberg-Marquardt training
algorithm, and the performance is computed using mean
squared error.

1) Confusion Matrix Analysis
The Figure 8 shows the confusion matrices of 5 to 30

hidden layer (HL) neurons ANN models. The confusion
matrix is built using TP, TN, FP, and FN values as per
classifications of target classes and output classes (LD (class
1) and Non-LD (class 2)). Class 1 specifies the Liver Dis-
ease instances, and class 2 defines the Non- Liver Disease
instances. Figure 8(A) shows the 5 HL neurons confusion
matrix analysis that the total accuracy is 92.1%, class 1
classifies 829 instances out of 874 with 94.9% accuracy,
and class 2 classifies 515 instances out of 586 with 87.9%
accuracy. As per the analysis, the recall value (0.920377)
is superior to the precision value (0.913676). Figure 8(F)
shows the 30 HL neurons confusion matrix analysis that
the total accuracy is 99.9%, the class 1 accuracy is 100%
that class, and the accuracy of class 2 is 99.8% classifies
585 instances out of 586. The recall and precision values
are 0.999147 and 0.992009 relatively.

The table 6 shows performance parameters like AUC,
CA, F1, and the precision, and the recall analyzing values.
As per observations, the performance values are increased
propositionally increasing of HL neurons of ANN. At the
position 30 HL neuron, the accuracy value is in the pea
that the value is 0.999315. As per observations, above
thirty neurons of HL ANN were performed with over fitting
problems. So, we stopped at 30 HL neurons of ANN for
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Figure 5. Confusion matrices of Experimental ML models

predicting Liver Diseases. The highlighted figures in the
table show the high-performance values.

2) ROC and AUC Curves Analysis
The Figure 9 shows the ROC curves of 5 to 30 hidden

layer (HL) neurons ANN models. The ROC curve is created
between false positive (FP) rate values (zero to one) on the
X-axis, and true positive (TP) rate values (zero to one) on
the Y-axis as per target classes and output classes (LD (1)
and Non-LD (2)). Class 1 determines the Liver Disease
instances, and class 2 defines the Non- Liver Disease
instances. The blue colour curve specifies the class 1 (LD)
and the green colour curve indicates the class 2 (Non-LD).
Figure 9(A) shows the 5 HL neurons ROC curves analysis
that the total AUC is 0.953676 that the class 1 AUC value
is 0.947617, and the class 2 AUC value is 0.959676. As

per observations, class 1 AUC is superior to class 2. Figure
9(B) shows the 10 HL neurons ROC curve analysis that the
total accuracy is 0.968492 that the class 1 AUC value is
0.969912, and the class 2 AUC value is 0.966492. Figure
9(C) shows the 15 HL neurons ROC curves analysis that
the total AUC is 0.974551 that the class 1 AUC value is
0.976998, and the class 2 AUC value is 0.976998. As per
the investigation, the class 1 AUC is superior to class 2.
Figure 9(D) shows the 20 HL neurons ROC curve analysis
that the total accuracy is 0.980369 that the class 1 AUC
value is 0.980839, and the class 2 AUC value is 0.979901.
Figure 9(E) shows the 25 HL neurons ROC curves analysis
that the total AUC is 0.991493 that the class 1 AUC value
is 0.992493, and the class 2 AUC value is 0.990493. Figure
9(F) shows the 30 HL neurons ROC curve analysis that the
total accuracy is 0.968492 that the class 1 AUC value is
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TABLE V. Experimental ML models performance parameters values

Model AUC CA F1 Precision Recall
k-NN 0.9524 0.8719 0.866 0.8633 0.8688
Tree 0.9887 0.9712 0.9701 0.9699 0.9704
SVM 0.953 0.7828 0.7874 0.7323 0.7828
Naive
Bayes

0.9596 0.8876 0.8842 0.8817 0.8868

Logistic
Regression

0.9675 0.913 0.9094 0.9095 0.9094

Figure 6. Analysis of Experimental ML models Performances using ROC curves

one, and the class 2 AUC value is also one.

3) Regression (R) Value Analysis:
The Figure 10 shows the Regression (R) analysis values

of 5 to 30 hidden layer (HL) neurons ANN models. The
training R value is calculated using target values and output
values that it describes about data set fitness value. The
target values are lie between 0 and 1. The blue colour
line indicates the data fit line, the dotted line indicates
peak fitted line that the output data values are equal to

target values (Y=T). The circle symbols describe classified
data points. Figure 10(A) shows the ANN model with 5
HL neurons regression analysis that the total R value is
0.88581. Most of data points class 1 and class 2 (LDs
and non-LDs) are fitted according to output. The output
is formulated as 0.78*Traget+0.11 in Y-axis. Figure 10(B)
shows the 10 HL neurons ANN model regression analysis
that the total R value is 0.93913. All the data points class
1 and class 2 (target values 0 and 1) are fitted according
to output. The output is formulated as 0.88*Traget+0.059
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Figure 7. ML Comparative Analysis using AUC and CA Values

in Y-axis. Figure 10(C) shows the ANN model with 15
HL neurons regression analysis that the total R value is
0.95316. Most of data points class 1 and class 2 (LDs
and non-LDs) are fitted according to output. The output is
formulated as 0.91*Traget+0.046 in Y-axis. Figure 10(D)
shows the 20 HL neurons ANN model regression analysis
that the total R value is 0.97293. All the data points class
1 and class 2 (target values 0 and 1) are fitted according
to output. The output is formulated as 0.95*Traget+0.027
in Y-axis. Figure 10(E) shows the 25 HL neurons ANN
model regression analysis that the total R value is 0.98464.
All the data points class 1 and class 2 (target values 0 and 1)
are fitted according to output. The output is formulated as
0.97*Traget+0.044 in Y-axis. Figure 10(F) shows the ANN
model with 30 HL neurons regression analysis that the total
R value is 0.99375. Most of data points class 1 and class
2 (LDs and non-LDs) are fitted according to output. The
output is formulated as 0.99*Traget+0.018 in Y-axis. As
per investigation, the R values are increased proportional to
HL neurons of ANN model.

4) Best Training Performance Analysis:
The Figure 11 shows the Best training performances

analysis of 5 to 30 hidden layer (HL) neurons ANN models.
The performance curve is created by number epochs on
X-axis and mean squared error (MSE)on Y-axis as per
classified data points. The blue colour curve indicates the
training performance line and the dotted line gives the
information about best performance point. As per obser-

vations, the performance value is in proportional to number
of hidden neurons of ANN model that the error value is
decreased as per incremental hidden neurons. Figure 11(A)
shows the 5 HL neurons best performance analysis that
the best training performance value is 0.053836 at the
epoch 1000. Figure 11(B) shows the 10 HL neurons best
performance analysis that the best training performance
value is 0.02951at the epoch 661. Figure 11(C) shows the
15 HL neurons best performance analysis that the best
training performance value is 0.017672at the epoch 521.
Figure 11(D) shows the 20 HL neurons best performance
analysis that the best training performance value is 0.013354
at the epoch 380.Figure 11(E) shows the 25 HL neurons
best performance analysis that the best training performance
value is 0.0097475 at the epoch 1000.Figure 11(F) shows
the 30 HL neurons best performance analysis that the best
training performance value is 0.0075644 at the epoch 1000

5) Error Histograms Analysis:
The Figure 12shows the error histograms of 5 to 30

hidden layer (HL) neurons ANN models with 20 bins. The
error value of each data point is calculated using Target
value minus output value. The error values are allotted
to X-axis, and the numbers of instances are allocated
to the Y-axis for plotting histograms. The orange colour
line indicates the zero-error value. The blue colour strips
describes the training data points with error values. Figure
12(A) shows the 5 Neurons ANN model error histogram.
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Figure 8. ANN model Confusion Matrices for 5, 10, 15, 20, 25 and 30 Hidden Layer Neurons
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Figure 9. ANN model ROC Curves Analysis for 5, 10, 15, 20, 25 and 30 Hidden Layer Neurons

http://journals.uob.edu.bh

http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. 11, No.1, 1027-1050 (Mar-2022) 1043

Figure 10. ANN model Regression (R) Values for 5, 10, 15... 30 Hidden Layer Neurons
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Figure 11. ANN model Best Performance Values for 5, 10, 15... 30 Hidden Layer Neurons
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The marginal values of 20 bins are -0.9666 to 0.9666, and
most of data points are nearer to zero that the values are
between -0.1526 to 0.1526. Figure 12(B) indicates the 10
HL neurons ANN model error histogram. The marginal
values of 20 bins are -0.9919 to 0.9919, and most of data
points are nearer to zero that the values are between -0.1566
to 0.1566. Figure 12(C) describes the 15 HL neurons ANN
model error histogram. The marginal values of 20 bins are -
0.7885 to 0.7885, and most of data points are nearer to zero
that the values are between -0.1245 to 0.1245. Figure 12(D)
presents the 20 HL neurons ANN model error histogram.
The marginal values of 20 bins are -0.562 to 0.562, and most
of data points are nearer to zero that the values are between
-0.08874 to 0.08874. Figure 12(E) shows the 25 HL neurons
ANN model error histogram. The marginal values of 20 bins
are -0.4519 to 0.4519, and most of data points are nearer
to zero error line that the values are between -0.07937 to
0.04481. Figure 12(F) tells the30 HL neurons ANN model
error histogram. The marginal values of 20 bins are-0.3759
to 0.3759, and most of data points are nearer to zero that
the values are between -0.06047 to 0.05782. As per error
histograms analysis, the number of data point’s error values
are decreased as well as the range of error value is also
decreased, and numbers of data points are increased with
no error value that they are reached orange line according
to the HL neurons of ANN.

6) Comparative 5 to 30 HL Neurons of ANN model Anal-
ysis:
The table 6 shows the comparative analysis of time,

epochs, and accuracy like R value, training accuracy, and
gradient values all 5 to 30 HL neurons of ANN models.
As per table description, the training time is increased
according to the number of HL neurons of ANN. The
gradient values and number of epochs for training are
flickered that is increase and decreasing the values. The
detailed figures are shown in the table. Figure 13 shows the
detailed comparative analysis of R values. In this, the X-
axis represents the number of HL neurons of ANN models,
and Y-axis specifies the Regression values between 0 and
1. The blue line indicates R values according number of
HL neurons.As per observations, the R values are increased
proportional to number of HL neurons of ANN model.This
graph is very useful for the analyzing and estimating remain
HL neuron’s R values like 6 HL neurons,7 6 HL neuronsand
so on. The graph indicates that the model performance is
in stable (gradual increment) and fair and also it describes
about fitness of data set values in each stage. The peak value
is getting the value 0.99375 at 30 HL neurons ANN model
[45]. Figure 14 shows the detailed comparative analysis
of best training performance or MSE (mean squared error)
values in graph model. In this, the X-axis represents the
number of HL neurons of ANN models, and Y-axis specifies
the MSE values between 0.0 and 0.06. The blue line
indicates MSE values according number of HL neurons. As
per observations, the MSE values are decreased proportional
to number of HL neurons of ANN model. This graph is very
use full for the analyzing and estimating remain neuron’s

MSE values and analyzing every stage of ANN training.
The highest MSE value is 0.053836 at 5HL ANN and lowest
value is 0.007564 at 30HL ANN.

E. Discussions and Comparative Internal and External
Analysis
As per this research study, the ML algorithms perform

parameters AUC and CA values for k-NN is 0.9524 and
0.8719, Decision Tree values are 0.9887 and 0.9712, SVM
with RBF kernel values are 0.9530 and 0.7828, Naive
Bayes values are 0.9596 and 0.8876, and Logistic Re-
gression values are 0.9675 and 0.9130 respectively. The
incremental HL neurons ANN proposal model performs
with AUC and CA values that The Five neurons HL ANN
values are 0.953676 and 0.920548, Ten neurons HL ANN
0.968492 and 0.934247, Fifteen neurons HL ANN 0.974551
and 0.952055, Twenty neurons HL ANN 0.980369 and
0.972603 Twenty-Five neurons HL ANN 0.991493 and
0.981507Thirty neurons HL ANN 1 and 0.999315 respec-
tively. As per internal comparative analysis the 30 neurons
HL ANN performs superiorly with AUC value 1 than other
experimental models. As well as compare to other related
works our incremental HL neurons ANN model is the best.
Wu et al. (2018) [46] analyzed fatty liver (LD) diseased 577
individual’s clinical data that was collected from Banqiao
New Taipei City Hospital. In this research, their vital aim
was to predict the FLD using ML models like RF, LR,
NB, and ANN with threefold, fivefold, and tenfold cross-
validations. For the evaluation of performance, they choose
and develop the AUC and accuracy of classification for
four models that were RF, LR, NB, and ANN. The highly
performed values with 10fold were 0.925, 0.888, 0.895, and
0.854 in AUC analysis, and the classification accuracy (CA)
analysis values were respectively 87.48, 82.65, 81.85, and
76.96% at the cross-validation of 10fold. In this research,
they concluded that the 10flod RF model was superior to
other experimental methods with 0.925 (AUC) and 87.48
(CA) values. The table shows the comparative analysis.

6. Conclusions
Early identification of LD is one of the exorbitant

and complex assignments. Thus, one of the answers for
recognize this disease should be possible through the inves-
tigation of clinical and personal data items and records in
depth. In this paper, we analyzed esteemed analysis on LD
versus non-LD.For this, we use the proposal model “back
propagation(BK) ANN with incremental neurons in hidden
layer (HL)”. We checked the 5 to 30 HL neurons in BK-
ANN for better performance, and compare to ML models.
The ML models like DT, Naive Bayes (NB), SVM,k-NN,
and Logistic Regression (LR). DT and NB were performed
97.12% and 88.76%with accuracy first and second positions
respectively. The training performance of BK-ANN is step
by step increased with respect to the addition HL neurons
of BK-ANN.At the best, thirty neurons HL of BK-ANN
performance is very high compare to other BK-ANN and
ML models that the accuracy is 99.9% (0.999) and AUC is
1(100%) in test and train, the gradient value is 5.1624e-05,
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Figure 12. Caption
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TABLE VI. Experimental Incremental HL neurons (5 to 30) ANN models performance parameters

ANN HL
Neurons

AUC CA F1 Precision Recall

Five 0.953676 0.920548 0.917014 0.913676 0.920377
Ten 0.968492 0.934247 0.931374 0.928492 0.934274
Fifteen 0.974551 0.952055 0.950065 0.949551 0.950579
Twenty 0.980369 0.972603 0.97146 0.970369 0.972554
Twenty-
Five

0.991493 0.981507 0.980749 0.979493 0.982009

Thirty 1 0.999315 0.999288 0.999147 0.998861

Figure 13. Comparative Analysis of R Values

Figure 14. Comparative Analysis of Best Training Performance or MSE

and the performance 0.007564, and it takes 0.52 seconds for 1000 processed iterations. So, 30 HL BK-ANN is very
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TABLE VII. Comparative Analysis

Ref. No. Author Contribution and
Area

Results Year

[47] Musleh et
al.,

Prediction LD
using ML-ANN
(Multilayer) and
SVM. UCI ML
Repository data
set with 583 liver
patients (416 LD
individuals 167
Control Individuals)

Accuracy, Precision,
Sensitivity, and Specificity
Values of SVM: 71%, 64.1%,
71.5%,88.3%, and ANN
(MLP): 73.2%, 65.7%, 73.3%
and 87.7% respectively.

2019

[48] Yao et al., Diagnosis LD
using LR, RF,
DNN, Dense-
DNN, the dataset
collected from
northwestern China
76,914 samples

LR, RF, DNN, and Dense-
DNN AUC values are 0.7977,
0.8790, 0.8867, and 0.8919 re-
spectively.

2019

[49] Chen et
al.

Diagnosis LD using
ANN the dataset split
70% for training and
30% testing of 14,792
samples UCI Reposi-
tory

Accuracies of Fatty Liver In-
dex, Hepaticsteatosis Index and
ANN are 0.796, 0.802 and
0.9821 respectively.

2020

[50] Praveen et
al.,

Diagnosis of LD us-
ing ML models

SVM- 0.864 (86.4%), Random
Forest-0.986 (98.7%) Naive
Bayes- 0.887(88.8%)

2021

– This
Study
(ML
Models)

Prediction LD using
k-NN, DT, SVM,
Naive Bayes and
Logistic Regression.
The data Collected
from North costal
Districts of A.P.
(Synthetic real-
world data)

Accuracy values of k-NN
- 0.8719, DT-0.9712, SVM-
0.7828, Naive Bayes-0.8876
and Logistic Regression-
0.9130

—

– This
Study
(Proposal
Model)

Prediction LD
using incremental
HL neurons ANN
model. The data
Collected from
North costal
Districts of A.P.
(Synthetic real-
world data)

30 HL neurons ANN – Accu-
racy (CA) - 0.999315(99.9%)
AUC -1(100%)

—

effective and efficient model to early detection of LD with
this dataset. As per comparison of ML algorithms and other
research works, the proposal model is efficient for detecting
LD in early with low cost.
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