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Abstract: In numerous Internet of Things contexts, there is an increasing interest to use wireless sensor technologies. One of the most
difficult problems is gathering and analyzing commodity data, given the enormous rise of smart objects and their applications. Sensor
nodes are battery-powered, and energy-efficient operations are important. To that end, before transmitting the final data to the central
station, remove redundancy from the collected data by neighbouring nodes is beneficial for sensors. Data aggregation is one of the
main strategies for reducing data redundancy and improving energy efficiency; it also extends the lifetime of wireless sensor networks.
Moreover, network traffic can be minimized by an efficient data aggregation protocol. It may be sensed by more than one sensor when a
particular target takes place in a particular area. This article provides an overview of different data aggregation methods and protocols,
taking into account the key problems and facets of data aggregation in wireless sensor networks. The structures of data aggregation are
grouped into four key classes, namely cluster-based, tree-based, chain-based and grid-based. The thorough comparison of the important
approaches of each class often gives a suggestion for more research.
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1. Introduction and Overview
A vast number of interconnected nodes, from massive

network servers and supercomputer clusters to tiny sensor
nodes and handheld computers, would be part of the future
of the Internet. The Internet of Things (IoT) is the name
given to this kind of global network [1], [2]. Wireless
sensor networks (WSNs) are amongst the utmost essential
contributors to the IoT and play a significant role in people’s
lives due to their extensive usage in a variety of applications
including military, manufacturing, environment, transporta-
tion, healthcare, and agriculture [3], [4], [5]. This form of
the network has evolved as a result of rapid advancements
in wireless networks, electronics, and embedded computing
technologies [6].

WSN is made up of a vast number of low-cost, low-
energy sensors that are spatially distributed to detect phys-
ical or environmental events in a specific region, such as
motion, strain, vibration, noise, humidity, temperature, etc.
[5]. With minimal battery capacity, storage, computing, and
bandwidth capacities, the sensor node can detect, process,
store and communicate [6], [7]. These nodes gather infor-
mation from the tracked area, manipulate it locally, and send
it to one or more aggregation points known as a base station

or sink (i.e., a point that serves as an interface between users
and sensor nodes) for further analysis [8].

The sensor node’s battery capacity is the most valuable
resource because it impacts the WSN’s lifetime. The key
function of the power unit (battery) is to provide the sensor
node with the necessary energy to accomplish its mission.
As the battery life of the sensor node is small, it’s difficult,
if not impossible, to substitute (or replenish), particularly
in a hostile or remote location [9]. The sensor nodes
are then installed at high density to take advantage of the
spatial similarity between the sensor devices to increase
the WSN’s network lifetime. In addition, it is necessary
to reduce the overall communication cost because it is the
most consuming element inside the sensor node. Hence,
the maximizing of battery life is one of WSN’s greatest
problems [10].

Inside the sensor node, the radio system is the primary
provenance of energy utilization. Therefore, due to the
sensor node battery’s small power, the redundancy in sensor
information must be deleted to send a little data volume to
the sink for the sake of energy conservation and extend
the sensor node lifetime [11]. The data collected by the
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node of the sink could be resembling since many sensors
are monitoring the same region. Furthermore, dense WSN
produces a huge quantity of sensed data that contributes to
numerous undesirable problems such as energy consump-
tion, network congestion, data quality deterioration and high
load processing on the sink node [3].

Therefore, in order to operate for an extended interval of
time, the energy efficiency of the sensor network needs to
be increased. This can be accomplished by capturing and
processing sensed sensor node data in an energy-efficient
manner [12]. Several energy-saving techniques are used
in the literature to reduce connectivity costs (in terms
of energy) for sensor networks, such as data radio opti-
mization, battery repletion, clustering, routing, scheduling,
predictive monitoring, aggregation, and compression [13].
The techniques mentioned above, though, assumed that the
sensing and processing of data require very little energy
which is negligible compared to the energy spent on the
communication of data [11].

Some of the proposed works recommend adopting the
reduction of data techniques [14] for lessening data amount
collected and transferred while ignoring data precision.
They mitigate the volume of data transmitted via every
sensor node by utilizing their computational resources to
carry out simple computations internally and transmit only
required and partially processed data. Energy efficiency
and data reduction necessitate adaptive sampling for pe-
riodic data gathering and energy-efficient aggregation of
data [15]. As the sensor node adjusts its proportion of
sampling depending on the adaptive alteration of the tracked
phenomenon, energy consumption may be decreased. The
predominant aim of data aggregation algorithms, which are
effectively implemented to WSN, is to capture and aggre-
gate sensor readings by eliminating duplication from sensed
associated data generated by adjacent neighboring sensors,
thereby conserving energy and expanding the network’s
lifetime [1], [12]. This paper’s contribution can be summed
up as follows:

• Going to review and analyze existing data aggregation
methods in WSN of IoT in a systematic manner.

• Going to divide the methods of data aggregation into
two types, Hierarchical and Flat Networks.

The rest of this paper is structured as follows: A general
outline of data aggregation is provided in Section 2. Section
3 looked at some previous research on data aggregation
in WSNs. The numerous data aggregating protocols are
defined in Section 4 based on the network architectures
involved in the aggregation process. The comparison of data
aggregation methods was outlined in Section 5. The data
aggregation metrics were discussed in Section 6, and the
concluding remarks were presented in Section 7.

2. An Overview of Data Aggregation
Data gathering is the method of taking sensed measure-

ments systematically from a large number of sensor nodes
and sending them to a sink for further analysis [16]. Data
transmission is a costly process for sensors, in contrast,
in-network computations are less expensive in terms of
energy consumption and are sometimes considered trivial
and negligible [17]. However, the computation needs much
less power than the energy used to transmit the data as
illustrated in Figure 1. For example, the energy spent to
transfer a packet of data of 1 kb and for a distance of
100 meters is roughly equivalent to the implementation of
approximately 3 million instructions using a typical micro-
processor. Thus, any additional processing that will reduce
the size of the data even though one data bit would be useful
in terms of energy efficiency. This radical variation amongst
transmission and computation indicates the significance of
local data processing in decreasing energy consumption in
the network of sensors [16].

Neighbouring sensors often generate highly correlated
and redundant data [15] the reason for this is that the
sensors that are deployed in nearby areas are usually sensing
the same phenomena, which would generate many duplicate
data. The bandwidth and energy consumed as a result of this
duplication in data will be too large [18]. Also, the volume
of data produced in large networks of sensors will be huge
to be handled by the station [15].

Because sensor nodes have limited energy, it is wasteful
for every one of the nodes to send their data directly to the
sink, in addition, the reduction of energy consumption in
every sensor node has become necessary in order to improve
the lifetime of WSN [18]. Consequently, we want strategies
for removing redundancy and consolidating data in order to
produce information with high quality at the sensor nodes
which will reduce the number of packets that will be sent
to the sink and thus lead to conserving both energy and
bandwidth. In order to achieve this, aggregation of data
may be utilized [15]. Data aggregation is described as ”an
approach of collecting and accumulating sensor readings
by eliminating redundancy from sensed correlated data
provided by closely located neighboring sensors in order
to reduce energy consumption and prolong the network
lifetime” [1], [2].

Data aggregation is amongst the important energy-
saving analysis processes. In the WSN, aggregation is an
effective method for conserving finite resources. In this
manner, the use of the data aggregation technique will
decrease both: the transmissions number and the usage
of bandwidth in the network, also, removing the needless
consumption of energy in the two processes of receptions
and transmissions [19]. Figure 2 shows the work of data
aggregation algorithms in general [20].

3. RelatedWorks
This subsection looked at several current related work on

data aggregation in WSNs. Many suggested data manage-

http:// journals.uob.edu.bh



Int. J. Com. Dig. Sys. 13, No.1, 1-15 (Jan-2023) 3

Figure 1. Power consumption of node to receive or transmit messages [17].

Figure 2. General structure of the data aggregation algorithm [20].

ment projects in WSNs have centered on aggregating data in
recent years [1], [2], [3]. The predominant aim of data ag-
gregation algorithms is eliminating duplication from sensed
associated data generated by adjacent neighboring sensors,
thereby conserving energy and expanding the network’s
lifetime [10]. However, the works in [21], [22], [23], [24]
use basic aggregation methods (such as AVG, MIN, MAX,
SUM) for aggregation in order to minimize the transition
of data. The association between sensed information is not
taken into account in these techniques. While they have
a high output of aggregation, the accuracy of the data
retrieved is badly poor. Thus, for those systems that need
high data precision, these approaches are unacceptable. The
LEACH [25] protocol, for instance, splits the network into
many clusters. During the setup process, the cluster heads
are chosen while the information is aggregated in the steady

phase using the AVG approach at each cluster head in order
to minimize the traffic of network data.

The work in [26], [27], [28] divides the nodes of the
sensor into distinct clusters. One or more nodes for every
cluster are chosen as a designated set of nodes for gathering
and sending data, the other nodes in the cluster, on the other
hand, are turned off. With these approaches, the node’s re-
sources can be saved substantially, but due to a huge amount
of deactivated nodes, this may result in substantial data loss.
The authors of [29] proposed a clustering based on round
method for resolving the transmitting of redundant network
information in order to extend the network’s lifespan. In
four-step rounds, the proposed method works: initialization,
selection of cluster heads, clustering, and aggregation of
results. The proposed clustering scheme decreases energy
consumption by resolving much of the redundant data,
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thereby increasing network throughput.

In [30], [31], the authors use a technique called Prefix-
Frequency Filtering (PFF) [30] to explore the issue of fil-
tering collection. In this approach, the aggregation is carried
out at two tiers: the tier of the sensor utilizing the processing
of data locally and the tier of the aggregator utilizing the
Jaccard-similarity PFF method to aggregate related data
from the near-adjacent nodes into a single record. Several
changes to the PFF system for avoiding duplication from
the transmitted data to the sink and reducing data latency
[31].

In [1], [2], [3], [4], [5], [6] the authors proposed data
aggregation techniques work at two levels of the networks.
They used different methods like SAX, Adaptive piecewise
Constant Approximation, Hashing table. These approaches
are designed to eliminate redundant data at sensor nodes
and CH in order to extend the WSN’s lifespan.

Table I provides some related works and explains the
main features of each research briefly.

4. Data Aggregation Techniques
One of the things that have an effective role in the

implementation of various data aggregation methods is
sensor network architecture [15]. Data aggregation a fun-
damental model for WSNs which aims to accumulate the
data incoming from various sources. Among other things
that data aggregation methods can achieve are the removal
of redundancies, reducing the number of transmissions, and
hence, leading to reduced energy exhaustion and provision.
The aim of data aggregation methods is to decrease the
required communication between different levels in order
to decrease total energy expenditure. When the energy
consumed for the aggregation is less than the energy
used to transporting original data to a higher level, the
data aggregation achieved its goal of saving energy [6].
Figure 3 represents the various data aggregation techniques
available in WSNs. In the literature, there are different data
aggregation algorithms that have been proposed some of
them are structured and the others are unstructured which
aim to aggregate data in an efficient way without increasing
the size of the message.

A. Flat Networks
The role played by every sensor node in flat networks

(see Figure 4) is equal and has approximately the same
amount of power in the battery [15]. The process of sensing
in this network is carried out through the cooperative work
of the sensor nodes [19]. In flat networks, data aggregation
depends on data-driven routing and a query-based approach
where the sink typically transfers a message of the query
to the nodes, for instance, through the use of floods and a
response messages will transmit to the sink from the nodes
whose data matching the query [15].

In addition, these networks use a multihop path, via this
path the data is distributed that aiming to aggregate them.

Figure 3. Data aggregation techniques.

Figure 4. Flat based network.

This topology will increase highly the level of latency in the
network. Some examples of routing protocols that carry out
the aggregation of data depending upon flat are “flooding”,
“Sensor Protocols for Information via Negotiation (SPIN)”
[32], “Directed Diffusion (DD)” [33], “Rumor Routing
(RR)” [34], etc.

In this type of network, no complex switches or routers
are utilized, so we do not need much effort to maintain
and manage the network. This is a positive advantage for
flat-based networks. Also, the quality of the routes between
the source and the sink is good in these protocols. Even
worse, since flooding is an expensive process, it disregards
the conditions imposed by sensor networks. This type of
network has disadvantages, including the process of route
scheduling, data is aggregated in a single region (sink node)
to which the data was transmitted for the sole purpose of
aggregating data based solely on competition. As a result,
the computation overhead will be greatly increased in the
sink, causing to depletion of the energy faster. One of the
things that happen as a result of a failure sink is the collapse
of the whole network which leads to increased overhead
[19].
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TABLE I. The Summarization of Literature.

Reference Authors Topology Approach Objective
[1] Idress and

Al-Qurabat
(2020)

Cluster Fog computation focused on
EDaTAP (Energy-efficient Data
Transmission and Aggregation
Protocol)

To remove redundant related sets of data
in sensor devices and fog gateways, use
Dynamic Time Warping (DTW) with ba-
sic encoding.

[2] Al-Qurabat
and Idress
(2020)

Cluster For optimizing lifetime in PSNs
of IoT applications, data gather-
ing and aggregation with selective
transmission (DGAST) technique
was used.

DGAST functions in rounds. Every round
requires two periods, Data collection, data
aggregation, selective distribution, and
adaptive sampling are the four stages in
each period.

[3] Al-Qurabat
and Idress
(2019)

Cluster A protocol of Two-Stage Data Ag-
gregation (TLDA) to extend the life
of periodic sensor networks.

There are two levels of data aggregation.
The first step includes data collection, the
sliding window, and data aggregation us-
ing the Adaptive Piecewise Constant Ap-
proximation technique. The SAX quanti-
zation method based on the chaining hash
table is used to group the obtained data
sets in the second step.

[5] Idress et al.
(2019)

Cluster An Improved K-means along with
Divide and Conquer approach for
energy-efficient data aggregation in
WSNs (IDiCoEK).

The measurements are aggregated by IDi-
CoEK into two groups: node and clus-
ter head levels. At the sensor node, an
algorithm for divide and conquer is im-
plemented. The cluster head applies an
improved K-means.

[35] Sarangi
and Bhat-
tacharya
(2019)

Cluster Dynamic approach using
rendezvous point (RP).

Cluster creation based on the Neural
network and optimization based on Ant
Colony.

[36] Yadav
and Yadav
(2019)

Flat A method for removing duplication
during data aggregation.

To define and eradicate data duplication,
the aggregator employs a linear classifier
based on SVM.

[37] Al-Qurabat
and Idress
(2018)

Cluster Energy-efficient method of adap-
tive distributed data processing
(EADiDaC).

Delete the redundant data gathered and
adjust the sampling rate in compliance
with the environmental factors monitored.

[38] Harb et al.
(2017)

Cluster A powerful data transfer protocol
that consists of two data aggrega-
tion steps.

Effective two-phase data aggregation, in
the first phase, is the similarity between
the measurements taken by the sensor
used. It uses a distance-based function in
the second stage to identify correlations
between sets of data obtained.

[39] Atoui et al.
(2016)

Flat Local aggregation and Prefix filter-
ing.

Two stages: first stage filtering data based
on the fitting function; if the data’s norm
value falls below a certain amount, noth-
ing is sent to the aggregator to be aggre-
gated.

[40] Karim and
Al-kahtani
(2016)

Cluster,
Tree

Multilayer big data aggregation
framework.

A dynamic data aggregation method based
on priority proposed for aggregating big
data at three levels.

[41] Makhoul et
al. (2015)

Cluster ANOVA model-based adaptive
data collection method.

Combine the ANOVA model with the
residual energy for permitting to adjust the
proportion of sampling per sensor node in
response to varying environmental condi-
tions.

TABLE I – Continued on next page

http:// journals.uob.edu.bh



6 Suha Abdulzahra, et. al.: Data Aggregation Mechanisms in Wireless Sensor Networks of IoT: A Survey

TABLE I – Continued from previous page
[42] Song et al.

(2015)
Cluster Periodicity-and Linear-Based data

suppression mechanism (PLB).
Based on the probability of presentation,
PLB will choose the most likely linear
trend to forecast future results, which in-
creases the success rate of prediction and
allows for more predictable data.

[43] Srbinovski
et al. (2015)

Structure-
free

Energy-saving algorithm of adap-
tive data collection.

It collects energy from the sensing area
being tracked and changes the sampling
proportion based on the residual energy
and the observed environment.

[44] Zhang et al.
(2015)

Cluster Centered on an endocrine regu-
lation technique, an algorithm of
adaptive sampling has been devel-
oped.

Hormone data is used to monitor whether
nodes are in a working or resting state,
and to dynamically change gathering fre-
quency.

[29] Tran and
Seung
(2014)

Cluster Clustering scheme and aggregation
based on similarity.

The approach improves network lifespan
by resolving redundant data transfer in the
network.

[30] Bahi et al.
(2014)

Cluster Adaptive sampling rate based on
similarity.

Utilizing prefix frequency filtering (PFF)
to remove the duplication of data col-
lected.

[21] Ren et al.
(2013)

Cluster Data aggregation based on spatial-
temporal correlations.

In order to accumulate and relay sensed
data to the sink as they reach a threshold,
nodes are spatially clustered and temporal
correlation is accomplished by the CH.

[45] Masoum et
al. (2013)

Cluster Adaptive sampling focused on
spatio-temporal similarity.

To evaluate the potential sensors respon-
sible for measuring and transmitting, It
makes use of spatio-temporal similarity
between sensors and the data they detect.

[46] Yang et al.
(2011)

Tree The order relationship of com-
pound sensor data is used to com-
press data.

Does an in-network aggregation of data
base on the order compression techniques.
Based on history, data may be suppressed.

[47] Alippi et al.
(2010)

Cluster Power aware adaptive sampling
method.

The algorithm uses a fast Fourier trans-
form to provide online estimation.

[48] Law et al.
(2009)

Cluster The Box-Jenkins technique is used
in the algorithm of adaptive sam-
pling.

Based on the current sensor readings, fore-
cast potential sensor readings.

[49] Chatterjea
and
Havinga
(2008)

Cluster Temporal correlation of sensed
data using a sampling algorithm.

The proportion of sampling is determined
by the reliability of the controlled envi-
ronment; when the conditions are unpre-
dictable, the rate increases; otherwise, the
rate decreases.

[25] Heinzelman
et al. (2000)

Cluster Data aggregation using AVG
method.

Reduce the network data traffic via aggre-
gating data using average
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B. Hierarchical Networks
Some of the negative things that happen in flat networks

are the increased communication and the burden of com-
putation in the sink node which in turn leads to the drain
of its battery power very quickly. The loss of the sink node
to its energy (i.e. death) will result in the breaks down
of the network functions completely. Consequently, in the
perspective of scalability and the efficiency of energy, many
data aggregation methods based on hierarchical topology
have been proposed. In hierarchical data aggregation, there
is a special node for data combining, which decreases the
quantity of transferred messages to the sink. This enhances
the efficiency of energy in the network [15]. Hierarchical
data aggregation can be additionally partitioned into four
types: cluster, chain, grid and tree.

1) Cluster-Based Approach
In the large size WSNs with limited energy, it is wasteful

for every one of the nodes to forward directly their data to
the sink, in addition, one of the things necessary to improve
WSN lifetime is to reduce the consumption of energy per
sensor node [18], [19]. Consequently, using efficient ways
for reducing the consumption of energy is necessary like
clustering.

Clustering is an essential energy-saving mechanism in
WSNs. To support the energy-efficient aggregation of WSN
data, the WSN can be divided into many clusters. The key
component of the cluster is a group of adjacent nodes that
collaborate to elect one cluster head. For inter-cluster co-
operation and intra-cluster coordination, the cluster head is
responsible. The nodes in each cluster collect and aggregate
data from the monitored location, which is then sent to
the cluster head via multi-hop or one-hop communication.
As a consequence, the volume of data sent is decreased
dramatically. Furthermore, nodes relay their sensed data
within clusters rather than sending it directly to the sink
node [18], [19]. Scalability, low complexity, reliability, load
balancing, bandwidth performance improvement, energy-
saving, and latency reduction, and data replication removal
are all advantages of cluster-based approaches.

Figure 5 displays a cluster-based WSN. Some examples
for the protocols that designed based on clusters are: “Low
Energy Adaptive Clustering Hierarchy (LEACH)” [50],
[51], “Hybrid Energy Efficient Distributed Clustering Ap-
proach (HEED)” [52], “Clustered AGgregation Technique
(CAG)” [53], and “Threshold sensitive Energy Efficient
sensor Network protocol (TEEN)” [54].

2) Chain-Based Approach
In cluster-based WSNs, the data is sent from the nodes

to the CH, which aggregates it. Hence, if the location
of CH is remote from the nodes, they may exhaust for
communication more energy. Moreover, enhancements in
the efficiency of energy can be acquired if sensor nodes
send just to close neighbours [15].

Figure 5. The technique of data aggregation based on clustering.

Chain-based data aggregation represents a kind of hier-
archical method that forms the chain structure. The energy
in this method is distributed evenly and the communication
between every sensor node and its neighbours is possible
and every node takes its role as a leader for sending data to
the sink. The leader is chosen based on the token passing
method. The data will be transferred to the aggregation node
after the token is received, and it will finally enter the sink
node. The basic idea for the chain-based data aggregation
method is that the data is sent between nodes close to each
other (i.e., neighbours) only [19].

Some examples for the protocols that designed based
on the chain are: “Power-Efficient Gathering in Sensor
Information Systems (PEGASIS)” is a famous routing pro-
tocol in a chain topology. “Chain Oriented Sensor Network
for Efficient Data Collection (COSEN)”, and “Chain-Based
Hierarchical Routing Protocol (CHIRON)” are another ex-
ample of protocols based on chain [19]. Figure 6 displays
the chain-based data aggregation technique.

Figure 6. The technique of data aggregation based on the Chain.

3) Grid-Based Approach
In data aggregation based on grid, the area to be

observed is divided into a grid. A collection of sensor nodes
is employed as an aggregator for data in places previously
defined in sensor networks. In this network there is no
communication among the sensor nodes with each other,
and every sensor in a specific grid submits data to the
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aggregator that belongs to that grid [55]. In this network,
the role of aggregator could be played by any sensor node
belongs to that grid on the basis of rounds until the last
sensor dies. This type of networks is appropriate for military
surveillance and weather forecasting. Some examples for
the protocols that designed based on chain are: GROUP
and ATCBG [56]. Figure 7 displays the technique of
aggregation of data based on the grid.

Figure 7. The technique of data aggregation based on the grid.

4) Tree-Based Approach
A tree with the sink as its root shapes the sensor nodes

in the tree-based network. The data aggregation procedure
is carried out in all mediate nodes around the tree, and a
compact type of data is sent to the sink (root) [56]. This
kind of networks can be used in applications that include
data aggregation in-network which aim to consumption the
minimal energy of the network. As an example of appli-
cations using this type of network is monitoring the level
of radiation in the plant of nuclear in which the greatest
importance provides the most useful facts for plant safeness.
One of the key advantages of tree-based networks is the
design of an energy-efficient tree for aggregation data [15].
Some examples for the protocols that designed based on
tree are: “Tree on DAG (ToD)”, “Energy aware SPANning
tree (ESPAN)”, and “Energy-Aware Data Aggregation Tree
(EADAT)”.

One of the uncomfortable things about this configuration
is the high cost and time required for constructing the
tree, besides, the dies of one parent node will lead to
the die of the entire subtree belonging to it. Sensor nodes
in the leaf level have the ability for energy saving more
than nodes closest to the root (sink) which consumes more
energy in order to passing the received packets from its
different children in the sub-tree. Figure 8 displays the tree-
based data aggregation technique. However, the load of data
packets in some nodes in the tree of aggregation is unfair
to the nodes of transmission, this can cause overcrowding
in certain nodes, resulting in network failure [55], [56].

C. Structure-less Approach
In data aggregation based on structure-less, there is no

need to maintain any structure. This type of networks is very

Figure 8. Tree-based data aggregation technique.

appropriate in applications dependent on events because
the area of event is usually changing much of the time.
The failure of any node will not effect on the network and
the reconstruct of the structure is not necessary. However,
in this architecture the decisions of routing require to be
made on the fly for doing data aggregation. Also, sensor
nodes disregard their upper nodes and forwarding their data
without waiting for the reception of data from another node.
Data-aware anycast (DAA) is considered as a first structure
less-based data aggregation method has been proposed,
which is a MAC layer protocol for spatial convergence
[18], [19]. Other examples on structure-less-based data
aggregation method are: “RDAG” and “Structure-Free and
Energy-Balance data aggregation protocol (SFEB)” [55].

5. Comparing The Techniques For Data Aggregation
Based on certain typical characteristics for solving ag-

gregation issues, data aggregation strategies in WSN can
be compared. Any of the common and important features
listed in Table II that should be investigated for every data
aggregation method are the methods of data aggregation,
the protocols of routing, subtype, objective function, the
parameters of optimizing, advantages, disadvantages/open
issues and environment.

Owing to the different methods of data aggregation
techniques and the lack of criteria, comparative study of
techniques of aggregating data is challenging.

Therefore, to determine the successful data aggregation
technique, it’s crucial to compare data aggregation strate-
gies. The comparison of data aggregation strategies based
on hierarchical topology is seen in Table III.

6. Data AggregationMetrics
The process of designing effective algorithms for data

aggregation is not an easy but challenging task. To test the
efficacy of algorithms for data aggregation, there are several
important performance factors that can be used to calculate
algorithm efficiency [57] as follows:

A. Network Lifetime
One of the most important metrics is the lifetime of

network which is defined as the number of data aggregation
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TABLE II. DATA AGGREGATION MECHANISMS CHARAC-
TERISTICS.

Characteristic Description
Sub type Techniques for aggregating data are

furthermore categorized into differ-
ent sub-types.

Routing protocol In various Data Aggregation Meth-
ods, various kinds of routing proto-
cols are utilized, according to the
literature. From current literature,
routing protocols defined are dis-
tributed, cluster-based, tree-based,
chain-based and hierarchical.

Objective
function

Each data aggregation strategy has
an objective feature explicitly tai-
lored for a particular purpose of
the mechanism. Reducing latency
and energy usage, for example. In
fact, the mechanism’s key objective
feature is to effectively accumulate
data by maximizing output parame-
ters.

Optimizing
parameter

Any technique of data aggregation
has its output parameters specially
tailored for the precise purpose of
the comparison of outcomes. For
example, time, cost, energy, the
lifespan of the network, precision of
data, etc.

Advantages This section explains the benefits of
data aggregation strategies.

Operational envi-
ronment

The methodology of data aggrega-
tion can be adopted and executed
in an operating environment. Differ-
ent types of methods used in cur-
rent measurement data aggregation
strategies are discussed.

Disadvantages
/open issues

This part looks at the drawbacks or
other unanswered problems of the
technique of data aggregation.

cycles up to the death of α% of the sensor nodes, where
α is determined by the designer of system. For example, if
the application impose that all the sensor nodes must work
together at the same time which is a vital thing, in this case
the definition of lifetime it will be the number of cycles till
the first sensor node deplete its energy. The basic idea is
that there should be a uniform consumption of energy for
the implementation of data aggregation in the network [15].
Network lifetime is expressed by Equation 1

NLn
n = min

v∈V
(NLv) (1)

Here, NLn
n is the lifetime of the network, NLv is the v

node’s lifespan, and the node-set without the node of sink
is called V .

B. Energy Efficiency
In each data collection round, each sensor can consume

the same amount of energy in an ideal situation, but in
actual circumstances, for data processing, sensor nodes use
varying amounts of resources. In WSNs, a data aggregation
approach is cost-effective if it provides optimal functionality
with reduced energy consumption. Energy efficiency is
expressed by Equation 2

Energy E f f iciencyi =

n∑
i=1

(
S entData

TotalEnergy
) (2)

Where, n is the number of sensors nodes in a sensor
network, S entData is the amount of data successfully sent
in a sensor network and TotalEnergy is the total energy
consumed to transfer those data.

C. Data Accuracy
The data accuracy definition is varying from application

to another and relies upon the design of sensor network for
a particular application. For example, in an application that
tackle the problem of target localization, the data accuracy
is determined through estimating the location of target at the
sink node. As seen in Equation 3, data accuracy is described
as the proportion of successfully transmitted data to total
data sent [18, 19].

Data Accuracy =
Amount o f data sent success f ully

Total amount o f data sent
(3)

D. Latency
The definition of latency is the delay engaged in the

transmission of data, routing and the aggregation of data.
Latency may be considered as the delay in time between
the process of generating data packet at the sensor nodes
and the reception of data packets by the sink [67]. Latency
is calculated using is Equation 4 as follows:

Latencyi =

n∑
i=1

(TimeRX − TimeT X) (4)

Where, in a sensor network, n indicates the number of
sensor nodes, TimeRX is the time of receiving data and
TimeT X is the time of sending data.
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TABLE III. SUMMARIZATION OF PROTOCOLS OF DATA AGGREGATION BASED HIERARCHICAL TOPOLOGY.

TABLE III – Continued on next page
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E. Data Aggregation Rate
In WSNs, the aggregation of data is a method in which

valuable information is gathered and combined in a single
area of interest. To minify energy usage and conserve
available resources, data aggregation could be thought of
as a basic method of processing and is defined in terms
of the rate at which data is aggregated. The rate of data
aggregation is defined as the percentage of the amount
of data successfully aggregated DataAggregated to the total
amount of data sensed TotalS ensed as in Equation 5.

Data Aggregation Rate = (
DataAggregated

TotalS ensed
) × 100 (5)

The comparison among the varying classification of
data aggregation techniques for the structure-based topology
which is taken into account the above metrics is demon-
strated in Table IV.

7. Conclusions and FutureWork
Wireless sensor networks have a limited amount of

resources. Since the key fuel that keeps them running
is battery power, it’s crucial to conserve energy in these
networks. Because most of the energy used for data trans-
mission and reception is significant, the data aggregation
process is important and optimization is required. Not only
do effective data aggregations offer energy conservation,
but they also eliminate redundancy information and thus
provide only usable data. When the source node data is
sent to sink in a multihop manner by neighbors’ nodes by
minimizing transmitting and receiving power, the energy
usage is low compared to sending data directly to sink,
which is aggregation, reducing the transmission of data
than without aggregation. This survey illustrates that these
approaches not only minimize resource usage but also
increase the lifespan of a network.
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