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Abstract: Indian Sign Language (ISL) is the conventional means of communication for the deaf-mute community in the Indian
subcontinent. Accurate feature extraction is one of the prime challenges in automatic gesture recognition of ISL gestures. In this paper,
a hybrid approach, namely HFSC, integrating FAST and SIFT with CNN has been proposed for automatic and accurate recognition
of ISL’s static and single-hand gestures. Features from accelerated segment test (FAST) and scale-invariant feature transform (SIFT)
provides the basic framework for feature extraction while CNN is used for classification. The performance of HFSC is compared with
existing sign language recognition approaches by testing on standard benchmark (MNIST, Jochen-Trisech, and NUS hand postureII
datasets. The HFSC algorithm’s efficiency has been shown by comparing it with CNN and SIFT CNN for a uniform dataset with an
accuracy of 97.89%. Furthermore, the Computational results of the HFSC on complex background dataset achieve comparable accuracy
of 95%.
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1. Introduction
In everyday life, communication is carried out in spoken

form by speech and non-verbal form through gestures.
Gestures that are being used consciously and unconsciously
in almost all communication perspectives between human
beings form the base of the languages used by hard of
hearing people termed as sign language. Sign language is
the non-verbal mode of communication used by the deaf-
mute community. ISL is a natural language that serves as the
predominant sign language for deaf and mute communities.
However, the deaf-mute community contributes 1.1 million
to the Indian population, and they had a literacy rate of
98%[1]. ISL has been removing hurdles in India’s personal,
educational, and social domains, giving many such people
a lifeline. ISL is composed of static and dynamic gestures
precisely. To recognize these signs, it is required to solve
numerous difficulties as signs involving both hands, the two
hands moving sometimes distinctive hand shapes, and so
on[2].

Indian Sign Language Recognition (ISLR) system is
an approach towards developing a vision-based gesture
recognition system that can bridge the communication gap.
ISLR is an active research area in computer vision as it has
been proved a boon to the deaf and mute community. There
are four necessary steps in ISLR: image acquisition, image
pre-processing, feature extraction, and image classification.

Feature extraction is essential for better image classification.
It is a process of extracting critical features or key points
from the image. Feature extraction is needed to reduce
the redundant features in ISLR, preventing the loss of
information in gesture recognition. This process helps in
reducing the computation load during the training of the
model. Due to its importance, various feature extraction
and soft computing algorithms have been deployed. The
taxonomy of these techniques has been found in [3]. Most
of these techniques are deployed in content-based image
retrieval (CBIR) features followed by a classifier such
as support vector machine(SVM)[4][5], linear discriminant
analysis(LDA)[6], neural network [7][8][9], and convolu-
tion neural network (CNN) [10][11][12][13]. These issues
motivate the conception of an efficient feature extraction
technique, which might be a fundamental challenge to
prove. Extensive studies have been conducted in the lit-
erature on all phases of the ISLR system. Many researchers
had addressed the feature extraction phase of ISLR. Various
computer vision techniques like SIFT, SURF, HOG, ORB
have been used for effective feature extraction from images.
Dudhal et al. [10] implemented hybrid SIFT with adaptive
thresholding for feature extraction and CNN as a classifier
on a dataset of 5000 images. This method yields an accuracy
of 92.78%. Bora et al. [1] implemented the various feature
extraction on 1300 ISL images and concluded that applying
feature extraction before classification enhances the sys-
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tem’s accuracy. Bhumika et al. [14] extracted features using
HOG on a 26 ISL gesture yielding 78.84% accuracy using
K-Nearest correlated Neighbors for classification. SIFT has
also been used on the same dataset, which progresses
by up to 80%. Azhar et al., [15] implemented Bag of
Words(BOW) and SIFT to classify 50 classes of Batik
images which is an Indonesian a traditional Indonesian
et al., [16] used SIFT due to its invariant characteristic
over-illumination, rotation, translation, scaling, and slightly
to the viewpoint and then implemented it on various ISL
gestures for feature extraction. Each image has more than
400 features, and it reached up to 80% in BOW, providing
a reliable matching among disrupted images. Ibrahim et
al.,[17] implemented a dynamic skin detector to detect
hand using skin-blob tracking technique on 30 signs of
Arabic sign language(ARSL) with an accuracy of 97%.
Tharwat et al.,[18] used SIFT to make the ARSL system
robust against rotation with an accuracy of 99%. SIFT
has evolved as the most promising technique in terms
of feature extraction[14]. However, SIFT has been slow
in processing high-resolution images[19][20], which also
degrades the computation speed. The FAST technique has
the advantage of being a fast keypoint detector, even
in low-resolution images, which improves the recogni-
tion efficiency[21][19][22]. Instead, FAST can only detect
key points, while SIFT has proved its effectiveness as a
descriptor[23][9].FAST, an improved version of SIFT is
considered a high-speed feature detection technique[21].
But because of its computing disability, SIFT has been used
for computing features which made analysis very efficient
and effective[20].

CNN’s recent success in image classification tasks[24]
has been extended to sign language recognition[4]. Unlike
other traditional soft computing methods such as neural
network, KNN, or genetic algorithm (GA), features were
extracted manually, while CNN learns features from the
training database. These networks preserve the spatial struc-
ture and can be used for object recognition tasks such
as handwritten digit recognition. Like an ordinary neural
network, CNN accepts and holds the pixels by learning in-
ternal feature representations. Kishore et al.,[13]use CNN’s
ability to extract features from the smaller portion of the
image, making it more effective in ISLR recognition on
mobile-based applications. A CNN architecture of four
layers comprising a dataset of 200 ISL signs of different
orientations is used for training. The system has achieved
an average recognition rate of 92.88%.

Further, Wadhawan et al.,[2]developed an ISLR system
for static gesture recognition with a dataset of 35000 images
of 100 fixed signs. The proposed system attained the peak
training accuracy of 99.72% and 99.90% on coloured and
grayscale images, Sarkar et al.,[25] used a efficient working
of CNN to develop a real-time ISLR system with a dataset
of 52000 images of 26 ISL symbols captured by using a
USB camera. The system achieves an accuracy of around
99.40 % tested on four signers in a real-time environment.

Another work has been done on complex background
dataset. Extracting efficient features from the background
with noise is a difficult task. Jochen et al. l[26], used hand
posture against a complex background using the Gabor-
edge filter method for ten ASL alphabets. The proposed
system has achieved an accuracy of 86.2% for dark, light,
and complex background hand postures. Agnes et al.[27]
approach for Modified Census Transform(MCT) based on
feature space classification to enhance vision-based hand
gesture recognition. The proposed system has acquired
99.2% and 89.8% accuracy for uniform and complex back-
ground image.

Shao et al.[28], used Multi-objective Genetic Program-
ming(MOGP) for feature extraction from complex back-
ground images. The approached technique experimented
on MIT natural scene, and Jochen Trisech’s hand posture
dataset got an accuracy of 91.4%. To enhance feature
extraction, Kaur et al.[29] use the krawtchouk moment-
based shape feature for the ISL recognition system. The
proposed method has achieved 97.9% accuracy on the ISL
database. Following the same approach, Joshi et al.[30],
design and ISLR system for complex background by ex-
tracting features using Taguchi and Technique for Order of
Preference by Similarity to Ideal Solution(TOPSIS) based
on decision-making technique. Experiments results on ISL,
Jochen Trisech’s, and ASL dataset acquired an accuracy of
92%, 92.8%, and 99.2% respectively.

In recent times for real-time systems, much research
has been going on high-resolution hand postures. Several
approaches were used in classifying complex gesture im-
ages. Pisharady et al.[31], proposed a Bayesian model to
produce a saliency map for hand gesture recognition. For
feature extraction, YCbCr colour space and skin mapping
segmentation have been used. The proposed approach has
achieved an accuracy of 94.36% on ten complex background
hand postures. Mei et al.[32] used multiple threshold sets
for each stump classifier that enhances its dimensional-
ity power to reduce feature dimension and computational
cost. Multi-classifier stumps covered each dimension of the
hand posture, which helps extract gestures in a complex
background. Zhang et al. [33], proposed the fusion of
HOG and LBP to minimize the complication of feature
selection and time in a hand gesture recognition system. The
proposed approach is trained using SVM with Radial Basis
Function (RBF) and acquired an accuracy of 95.09% on the
NUS hand posture-II dataset. Adithya et al.[34], approached
visual recognition of large sign language vocabulary in
unrestrained background conditions using deep learning.
The proposed method results are evaluated on NUS hand
posture-II and ASL datasets, acquiring 98.13% and 97.89%
respectively.

From the drilled literature, it has been observed that
only 16% of work has been done on ISL [25]. Out of
these, 45% of work has been done on static gestures with
48% on single-handed gestures. Moreover, most of the work
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uses a neural network for the classification of gestures of
ASL. However, there is a requirement for fusing traditional
computer vision techniques with deep learning models for
ISL to develop more accurate models with less computation
time. It has been hybridized with FAST for fast localization
of key gestures’ key points. In the present study, the
SIFT has been applied to computation localized key points
provided by FAST. CNN is then used for the classification
of gestures. This paper referred to these enhancements in
the form of HFSC. The Experimental results are evaluated
on both uniform (34-ISL gestures) and complex (Jochen
Trisech’s and NUS hand posture-II) datasets.

This paper’s main contribution is developing a hybrid
approach for accurate and fast recognition of ISLR with
fewer features to help the deaf and mute community. The
rest of the paper is structured as follows: Section 2 gives a
brief overview of the basic techniques. In section 3 proposed
a hybrid approach (HFSC) is discussed. The proposed
hybrid algorithm’s effectiveness is tested on the set of
gestures of alphabets; ISL digits are presented in section 4.
Finally, section 5 concludes the present study with future
work.

2. Brief overview of FAST, SIFT, and CNN
Feature extraction in ISLR is a process of extracting the

feature vector set from images. Reducing the number of
irrelevant features reduces the learning algorithms’ running
time, yields a more general classifier, and ensures a better
understanding of the data and the classification rule. There
are various methods available for solving this task. In this
section, a brief overview of FAST, SIFT, and CNN is given.

A. Features from Accelerated Segment Test (FAST)
Edward Rosten and Tom Drummond[35] in 2006 pro-

posed FAST, a corner detector algorithm. The concept
inspired that corners are more vital points to show intensity
changes than edges. It uses a circular mask over a pixel for
testing. Every pixel point on the circle yϵ(y1, y2, .., yn) has
three states S y:

S y =


d, Iy ≤ Ip − T (darker)
b, Iy ≥ Ip + T (brighter)

s, Ip − T ≤ Iy ≤ Ip + T (similar)
(1)

Where,Iyis the intensity value of pixel y,Ip the intensity
value of the nucleus and T is the threshold parameter that
controls the number of corner responses. Hence, point pis
classified as a corner by FAST if there is a segment with at
least twelve contiguous points with intensity value brighter
and darker than pixel p. Interest points are detected from
‘N’ adjacent pixels from the circle with value either above
or below the intensity Ip. This process is repeated for all
the image pixels until we find the contiguous feature vector
set. To get rid of adjacent corners, non-max suppression is
applied.

B. Scale Invariant Feature Transform (SIFT)
In 2004, D. G. Lowe [36] came up with SIFT for feature

extraction. It extracted the distinctive local features, which
are robust to occlusion and clutter. It can be used both as a
feature detector and a descriptor[37]. Firstly, a scale-space
of images has been created to extract the potential features
from different locations [14]. Gaussian blur operator is then
used to create the blurred image octaves. The previous step
produces a lot of key points. Key points are then found
using LOG approximations which are scale-invariant. To
get a more accurate feature Taylor series expansion of space
scale at local extrema is used to check the intensity of pixels
at the taken threshold value. The next step is to computer
the matching features by performing a descriptor operation
on the local image region. SIFT descriptors have a random
number of descriptors with 128 dimensions.

C. Convolution Neural Network (CNN)
CNN, a feed-forward artificial neural network, can per-

form various tasks with even better time and accuracy. A
typical CNN has three layers: a convolution layer, a max-
pooling layer, and a fully connected layer. The first layer
is the convolution layer where the list of ‘filters’ such as
‘blur’, ‘sharpen’, and ‘edge-detection’, are all done with a
convolution of kernel or filter image. The results from each
convolution are placed into the next layer in a hidden mode.
The convolved layer’s output is then passed to the pooling
layer, as shown in Figure 1. The pooling layer merges the
pixel regions in the convolved image (shrinking the image)
before attempting to learn kernels on it.

The next layer is fully connected in a convolution
network used to flatten the feature matrix into a vector. This
layer is responsible for the classification of labels. Further,
back-propagation is done by the fully connected layer to
determine labels with maximum true weights. The fully
connected layer is usually followed by a dropout on the
hidden layer[38]. Dropout means drop units out randomly
with a probability p, which can be set zero during feed-
forward and back-propagation in the network.

3. PROPOSED hybrid of FAST-SIFT-CNN (HFSC)
3.1 Motivation

Although most of the existing approaches for feature
extraction, generally perform well in vast situations where
they are being used, there is still an opportunity to develop
new systems further because the existing techniques have
some limitations in computational complexity or detecting
gestures accurately. For instance, FAST has high computa-
tional efficiency[30] and high-speed performance for detect-
ing key-points making it more suitable for real-time vision-
based applications [39] however not stable to the rotation,
blurring, and illumination. It has also been noticed that SIFT
performs well in these conditions but with bad timings[40].
This motivated us that appropriate hybridization of these
techniques might prove more effective and efficient for
recognising ISL gestures. Keeping this, we combine FAST
and SIFT for fast and accurate recognition of ISL gestures.
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Figure 1. Architecture of CNN

3.2 Proposed Hybrid HFSC
In this paper, a hybrid of FAST and SIFT has been done

for feature extraction of various gestures of ISL. Then CNN
is trained on these features for classification of the given
gestures. In our proposed approach, firstly, fast key-point
localization is done by the FAST computer vision technique.
Then this localized key point image is passed to SIFT for
computation of the values. Finally, these values are given
to CNN for training that classifies the gestures into various
classes whose results are predicated through a confusion
matrix.

The overall architecture of the HFSC model is shown
in Figure 2. Firstly, all the images from each class are
resized to 224*224. Then data augmentation of images
is performed. For fast feature extraction, localization of
key points will be performed by a FAST technique using
equation (1) of sub-section 2.1. After this, the magnitude
and direction of located key points will be calculated by
the SIFT technique using the equation [36]. The images
with located magnitude and gradients have been divided
into training and testing groups. After that, images in the
training group are passed into CNN, where various con-
volution functions and max-pooling functions are applied.
The output of the convolution layers is flatted and fed to the
dense layer. To avoid over-fitting, a dropout ratio of 0.5 is
added at a fully connected layer. The dense layer consists of
124 neurons linked as a fully connected layer. To introduce
CNN’s non-linearity, we used Leaky Rectifier Linear Unit
(Leaky ReLU) to solve this. A categorical cross-entropy is
used as the cost function, as shown in equation 2:

CE = − log
eS p∑c
j=1 eS j

(2)

Where S pis the CNN score for the positive class, C is the

class and S j is the class score for each class j in C.

The model is then optimized using Adam, which is an
adaptive gradient-based optimization method. Probabilities
are calculated by using the softmax function. The trained
model, after that, has been utilized for the prediction of
gestures in the testing group. The overall procedure is
shown in Algorithm 1 and 2.

Algorithm 1: Training Phase

Step 1: Load images of gestures for each class Ci.

Step 2: Resize the images.

Step 3: Perform data augmentation.

Step 4: Repeat steps 5-8 for each class Ci.

Step 5: Repeat steps 6-8 for each image Ii ∈ Ci.

Step 6: Construct a vector of key-points kp we are using

FAST DETECT(Ii) (3)

Step 7: Construct key-points descriptors and construct
a vector of key-points kp and their values v

[kp, value] = SIFT COMPUTE([kp]) (4)

Step 8: Save images obtained from Step 7 to each class
C j

Step 9: Split C j into training Tr and testing Tt

Step 10: Repeat steps 10-17 for each class CTr

Step 11: Repeat step 12-15 for each image I j ∈ CTr

Step 12: Repeat step 13-18 for each epoch ep
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Figure 2. Architecture of HFSC

Step 13: Apply convolution function with input I j(x, y) ∈
CT r with a kernel(K) size of (m,m):

I j(x, y) = K ∗ ((x − m + 1) ∗ (y − m + 1)) (5)

I j(x, y) = K ∗ (xm) ∗ (ym) (6)

Step 14: Apply max pooling on I j(x, y) with a stride of
(n,n):

I j(x, y) = K ∗
xm

n
∗

ym

n
(7)

Step 15: Normalization is done using the ‘RELU’ function
on I j(x, y):

I j(x, y) = max(0, xs) (8)

Step 16: Flatten each image I j(x, y) ∈ CTr into a single
vector I j.

Step 17: Construct feature vector by using a fully connected
layer, the sum of bias value x[j], layer weight w[i][j], and
activation function:

FC =
xs∑
θ

I j(x, y) ∗ w[i][ j] ∗ x[ j] (9)

Step 18: Find the probabilities using the softmax function
at the final layer:

fCTi j =
eCTi j∑c
j=1 eCTi j

(10)

Step 19: Predict the accuracy and time of the model for
training gestures.

Step 20: Save the trained model (HFSC) for the predictions.

Algorithm 2: Testing Phase

Step 1: Load testing images from Tt.

Step 2: Use a saved model (HFSC) obtained from Step
20 of Algorithm 1 for predictions of testing images.

Step 3: Generate confusion matrix and obtain accuracy
and error rate using

Accuracy(%) =
TruePositive + TrueNegative

Total images in Tt ∗ 100%
(11)

Error Rate = 1 − Accuracy (12)

4. EXPERIMENTAL RESULTS
The algorithm has been implemented on Python 3-

jupyter notebook, and the simulation is done using Intel®
core™, 8 GB RAM and 256 caches per core, 3MB cache in
total. Graphics with GPU type with VRAM 1536 MB. The
dataset is split into two parts training (70%), and testing
(30%) as per industry standards. The main objective of the
performance analysis of HFSC is to maximize the accuracy
of the model with reduced computation complexity.

4.1 DATASETS
The proposed work has been set for the uniform datasets

(ISL and MNIST) and then tested on publicly available
Jochen Trisech’s and NUS hand posture-II complex back-
ground datasets. To enhance model performance, Data-
augmentation is applied in both uniform and complex
datasets. The dataset features are described below:

4.1.1 UNIFORM DATASET
(i) MNIST

The numeric dataset has been taken from MNIST [41].
It consists of 2062 images with 206 images for each gesture
from 0 to 9, as shown in Figure 3. Both MNIST and ISL
datasets were together used for training the model.

(ii) ISL
As no standard dataset for ISL alphabet

gestures is available, so dataset from a GitHub
project https://drive.google.com/drive/folders/
1wgXtF6QHKBuXRx3qxuf-o6aOmN87t8G- which
consists of 4962 images with more than 200 images per
gesture has been used as shown in Figure 4. Alphabets
dataset comprised of 24 classes except for J and Z, because
they require motion.
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Figure 3. Sample images from MNIST dataset

Figure 4. Sample images from JTD

4.1.2 COMPLEX DATASET
(i) JTD

Jochen Trisech dataset (JTD)[26] consists of single-hand
static gestures collected from 24 subjects in dark, light, and
complex backgrounds, as shown in Figure 5. The images
are already converted in greyscale before applying feature
extraction. There is a total of 2127 images in 10 classes.

(ii) NUS
NUS hand posture-II dataset[42] as shown in Figure 6.

NUS hand posture-II consists of a training and testing set.
The training set contains 2000 images from 40 subjects of
10 classes in a complex background. The test set includes
750 images from 15 subjects of 10 classes in different
lighting conditions.

4.2 PERFORMANCE METRICS
For evaluation of HFSC following performance metrics

are considered:

1) Accuracy
It is defined as the percentage ratio of correctly classified

gestures to the total number of gestures in a particular class
during the testing phase. It is calculated using equation (10).

2) Computational Time
It is defined as the algorithm’s total time to calculate

the feature vector and the classifier’s time to classify the
gestures.

3) Confusion Matrix
The confusion matrix here is used to summarize the

performance at the classification stage, on a set of test data
whose value is mapped from training data.The performance
of the proposed HFSC has been compared with basic CNN,
SIFT CNN [10] based on the above parameters.

4.3 ANALYSIS OF HFSC ON THE UNIFORM DATASET
The HFSC is compared with three existing models on

the uniform dataset. Table 1 shows the obtained accuracy
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Figure 5. Sample images of ISL dataset

Figure 6. Sample images from NUS hand posture-II dataset

TABLE I. Results on ISL uniform background dataset

Technique Image Size Epoch Feature vector# Time# Accuracy

CNN 224*224 20 6,13,84,870 8118.80 seconds 94.64%
SIFT CNN[10] 224*224 20 4,46,03,558 21976.38 seconds 95.58%

HFSC 224*224 10 3,43,05,158 10578.51 seconds 97.89%

Figure 7. Recognition accuracy of Techniques

comparison of CNN, SIFT CNN [10], and HFSC. HFSC
has achieved 97.89% accuracy for the ISL dataset, while
the accuracy of CNN and SIFT CNN is 94.64% and 95.58%
respectively. It clearly shows that HFSC has obtained higher
accuracy with an improvement of 3% over CNN, and 2%
over SIFT CNN [10].

4.4 ANALYSIS OF HFSC ON COMPLEX BACKGROUND
To prove the robustness and effectiveness of HFSC on

complex background dataset. Table 2 shows the perfor-
mance of HFSC on JTD and NUS hand posture-II datasets

compared to other approaches based on accuracy.

4.5 RECOGNITION ANALYSIS OF TECHNIQUES
A comparison of recognition accuracy is shown in

Figure 7. It offers a significant accuracy in the case of the
HFSC on both uniform and complex datasets compared to
CNN and SIFT CNN [10].

4.6 CONFUSION MATRIX
The confusion matrix obtained for HFSC is in normal-

ized form. Figures 8, 9, and 10 represent the confusion
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Figure 8. Confusion matrix for NUS hand posture-II dataset

Figure 9. Confusion matrix for Jochen Trisech’s dataset

matrix for JTD, NUS hand posture-II, and ISL dataset. The
X-axis of the graph represents the predicted label, while
Y-axis represents the true label.

5. CONCLUSION AND FUTURE WORK
The study developed a hybrid approach HFSC, in which

FAST and SIFT are hybridized for extracting features for
automatic and accurate recognition of static single hand
ISL gestures. HFSC reduces the pre-processing time of
images by detecting features using FAST, which detects
keypoint very speedily. Further, SIFT known as the best
feature descriptor with highly distinctive and invariant view-
points is used to compute descriptors. CNN is used for
classification. Table 1 shows that HFSC is superior to CNN

and SIFT CNN [10] both in terms of accuracy and time-
computation for ISL gestures with an accuracy of 97.89%
in a uniform background. The system proves to be robust
against complex datasets (JTD and NUS hand posture-II)
with an accuracy of 94.78% and 95.56% respectively. The
confusion matrix shown in Figures 8, 9, and 10 proves
HFSC effectiveness for recognizing sign language gestures.
Future work aims adaptation of this hybrid approach to
dynamic ISL gestures and more real-life gestures.
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Figure 10. Confusion matrix for ISL alphabets

TABLE II. Performance of HFSC on Complex background dataset

Dataset Author Name/ Approach Used Classifier Accuracy

JTD Trisech et al,[26] Gabor edge filter 86.2%
JTD EGM[43] - 82.6%
JTD MCT[27] Adaboost 98%
JTD MOGP[28] SVM 91.4%
JTD LHFD[44] SVM 95.2%
JTD Cubic kernel[42] CNN 91%
JTD Joshi et al.,[30] SVM 92%
JTD Kelly et al.,[45] SVM 93%
JTD X. Y. Wu [46] CNN 98.02%
JTD HFSC CNN 94.78%
NUS Kaur et al.,[29] SVM 92.50%
NUS Adithya et al.,[34] SVM 92.50%
NUS Pisharady et al.,[31] SVM 94.36%
NUS Haile et al.,[47] RTDD 90.66%
NUS Zhang et al.,[33] - 95.07%
NUS DSPF[48] - 96.53%
NUS HFSC CNN 95.56%
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