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Abstract: Fingerprint is one type of physical evidence frequently encountered at a crime scene. It is useful in revealing identity of 

the culprit. However, poor quality latent fingerprint collected from a crime scene seldom makes an identification reliable. In practice, 

the identification is accomplished by matching a known print to an unknown print according to the types and locations of their 

minutiae features. When it is infeasible to conduct an identification, forensic scientist can attempt to predict the sex of donor of the 

latent fingerprint in order to narrow down the scope of searching of the suspect. In the context of forensic science, sexual 

dimorphism in ridge count has been studied for a few decades ago. Meanwhile, gender classification based on fingerprint images 

have been regularly reported in the field of computer science. Viewed from a practical perspective, image of a latent print collected 

from a real crime scene can be low in quality or even incomplete. Hence, this study has not considered image of fingerprint as input 

data but the number of diagonal ridge counted manually within a well-defined region, i.e. 25 centimeter squared. Firstly, the 

fingerprint data was explored using self-organizing maps method with respect to sexual dimorphism and ethnic difference. Next, 

Naïve Bayes (NB) and Classification and Regression Trees (CART) algorithms were, respectively, used to construct predictive 

model for discriminating gender based on the fingerprint data. A multitude of prediction models were constructed by considering ten-

digit, five-digit and one-digit samples, respectively, to predict gender by three races, i.e. Chinese, Indians and Malays; and the 

combined sub-population. Each of the models was validated using bootstrapping without replacement approach. Results showed that 

the single-digit samples produced accuracy rate slightly lower than that obtained using five- or ten-digit samples. Comparing to the 

global predictive model, ethnicity-specific models of Indian and Malay subjects showed slight improvement in external accuracy 

rate. Moreover, by considering all five digits of a particular hand as input data, NB tends to outperform CART. However, both NB 

and CART are comparable to each other when one-digit sample was considered as input data. In conclusion, SOM is useful for 

exploring sexual dimorphism of fingerprint data and NB outperforms CART in modelling of the fingerprint data. 

Keywords: Naïve Bayes, CART, self-organizing maps, gender, ridge count, Malaysia 

1. INTRODUCTION 

Fingerprint refers to the pattern seen on the finger of 
mammals of which formed by the unique configuration of 
ridges. The fingerprint pattern is known to be a product of 
genetic and environmental factors. For these reasons, even 
monozygotic twins never show exactly alike fingerprint 
pattern. In other words, fingerprint can be used to identify 
an individual.  

Owing to the individuality of fingerprint, it is the 
preferred evidence adopted by the forensic analyst to 
identify the potential suspect. Besides that, fingerprint is 
also frequently employed by government agencies as a 

biometric marker [1]. Specifically, identification of culprit 
based on the fingerprint leave at the scene of crime is one 
crucial task in forensic investigation, [2].  

Studies of forensic application of fingerprint can be 
very diverse. Inherently, due to the presence of dead skin 
in the deposit of fingerprint, researcher has attempted 
extracting DNA from the latent fingerprint [3]. Another 
division of forensic fingerprint analysis is dealing with 
latent fingerprint detection techniques [4]. However, it is 
generally agreed that fingerprint identification procedure 
is the primary concern in forensic fingerprint analysis [5].  
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In most of the times, latent fingerprint found at a 
crime scene is incomplete or of low quality and thus 
rarely sufficient for an accurate identification. Under such 
circumstances, determining gender of the donor of the 
questioned fingerprint is still relevant. By knowing the 
gender of the latent fingerprint, workload of the 
investigative officer could be lighten by focusing on a 
particular gender in searching the potential suspect.  

This following of the paper composes of five sections. 
Section 2 discusses works that employed machine 
learning in forensic fingerprint analysis. Implementation 
of machine learning methods proposed in this work are 
explained in section 3. Section 4 provides the results and 
discussion. Next, section 5 presents a brief conclusion and 
contribution of the work. Last but not least, limitations 
and future scopes of the work are addressed in section 6.  

2. RELATED WORKS 

Papers reporting application of machine learning 
methods in fingerprint analysis are abundant in the 
literature, specifically in the domain of computer science. 
Classification and gender discrimination of fingerprint are 
two of the most studied topics. Awad [6] and Noor et al. 
[7] respectively presented a survey of machine learning 
algorithms applicable to fingerprint classification. 
Meanwhile, brief reviews on gender discrimination based 
on fingerprint and machine learning were also reported in 
the recent literature [8, 9] 

Strictly speaking, sex discrimination is much relevant 
than the fingerprint classification in the context of 
forensic investigation. In particular, sexual dimorphism in 
diagonal ridge count of fingerprint was first published by 
[10]. After the study, a multitude of similar works but 
employing different populations have been reported in the 
literature [e.g. 11-15]. However, all these studies have not 
employed any machine learning algorithm to construct a 
prediction model and have relied on hand magnifying lens 
to calculate the number of ridge.  

On the contrary, researchers from the domain of 
computer science actively explored various machine 
learning algorithms in discriminating gender based on 
multiple features of fingerprint [16-25]. Compared to [11-
15] performing manual calculation of number of ridge, 
[16-25] tended to extract fingerprint feature assisted by 
either image processing technique or digitizing the image 
of fingerprint. For instance, [20] proposed an image 
processing algorithm to determine the number of ridge. 
Despite that, an improper processing might introduce 
artifacts that rendering data inaccuracy.  

As this work devoted to forensic investigation 
purpose, we opted to follow procedure proposed by [10], 
i.e. manually determine number of ridge within a confined 
region on fingerprint. However, to reduce human error 
during calculation, a hand-held microscope instead of a 
hand magnifying lens was employed to assist in 

calculating the number of ridge. Then, the calculation was 
performed on the zoomed image.  

To the best of our knowledge, only several work have 
assessed performance of machine learning using ridge 
counts data of fingerprint [21-25]. The rest of the works 
have considered features that can hardly be extracted from 
a low-quality image of fingerprint, e.g. minutiae [17]. 
Table 1 summarizes details of the works [14, 15, 20-25]. 
Studies that excluded diagonal ridge count as one of the 
fingerprint feature were not listed in Table I. Additionally, 
two studies considered Malaysian subjects but have not 
employed any machine learning method were also listed 
in Table I [14, 15].  

To the best of our knowledge, there are two studies 
dedicated to Malaysian population [14, 15]. It is important 
to note that Malaysia’s population is a multiracial 
population. This is attributed to the British colonialism 
happened in the second half of the 19th century. However, 
Nayak et al. [14] and Abdullah et al. [15] have not 
considered the ethnic difference; and the number of 
subject was also quite small, i.e. 100 [14] and 50 [15] 
Malaysians. Most importantly, the authors have not 
utilized any machine learning methods in assessing the 
sexual difference but only mean and standard deviation 
values.  

It is worth mentioning that the input data employed by 
[21-25] were the digital images of fingerprint. 
Consequently, the researchers have extracted more than 
one fingerprint features, including ridge count, for 
constructing model to predict sex of donor. Eventually, it 
is observed that all the machine learning methods listed in 
Table I have achieved accuracy rate above 80%. In 
particular, [25] found that Naïve Bayes (NB) classifier 
was outperformed decision tree. Generally, it is noted that 
performance of machine learning when the number of 
fingerprint and feature are increased.  

In order to evaluate the ethnic difference, we have 
included 100 Chinese, 100 Indians and 100 Malays with 
equal proportion in male and female. This is the first work 
attempted on evaluating ethnic difference among 
Malaysian based ridge count of fingerprint using machine 
learning method. The sexual dimorphism of the 
fingerprint data has been demonstrated using descriptive 
statistics [26-28]. Moreover, it is also of particular interest 
to evaluate relative performance of NB and decision tree 
(i.e. Classification and Regression Tree (CART)) by using 
rather simple fingerprint data, i.e. only ridge count of 
fingerprint of ten digits.  

Additionally, it is important to stress that none of the 
work listed in Table I, except [14] explicitly mentioning 
that they have studied all the ten digits of an individual. 
As such, this work appears to be the first comprehensive 
study evaluating all the ten digits of 300 Malaysians for 
studying sexual dimorphism and ethnic difference by 
using machine learning methods.  
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TABLE I.  WORKS STUDYING SEXUAL DIMORPHISM USING 

FINGERPRINT RIDGE COUNTS 

AUTHORS 

(YEAR) 

# SUBJECTS 

(MALE: 

FEMALE) 

FINGERPRINT 

FEATURES 

(#DIGIT) 

CLASSIFIER 

(ACCURACY) 

NAYAK ET 

AL. (2010) 

[14] 

100 

MALAYSIANS 
(50:50) 

DIAGONAL RIDGE 

COUNTS 
(ALL TEN DIGITS) 

NOT 

APPLICABLE 

ABDULLAH 

ET AL. 
(2015) [15] 

50 

MALAYSIANS 
(25:25) 

DIAGONAL RIDGE 

COUNTS 
(THUMB) 

NOT 

APPLICABLE 

ABDULLAH 

ET AL. 

(2016A) 

[20] 

3000  

(1430: 1570) 

DIAGONAL RIDGE 

COUNTS 

(NA) 

 

NOT 

APPLICABLE 

ABDULLAH 

ET AL. 
(2016B) 

[21] 

296 

MALAYSIAN 

RIDGE COUNT, 

RIDGE DENSITY, 
RIDGE THICKNESS 

TO VALLEY 

THICKNESS RATIO, 
WHITE LINES 

COUNT 

(NA) 

DECISION 

TREE (J48) 
(96.28%) 

ABDULLAH 

ET AL. 

(2016C) 
[22] 

3000  
(1430: 1570) 

RIDGE COUNT, 
RIDGE DENSITY, 

RIDGE THICKNESS 

TO VALLEY 

THICKNESS RATIO, 

WHITE LINE 

COUNT 

(NA) 

SVM  
(96.95%) 

MPLNN 
BAYE NET 

KNN 

ABDULLAH 

ET AL. 
(2016D) 

[23] 

3000  

(1430: 1570) 

RIDGE DENSITY, 

RIDGE THICKNESS 

TO VALLEY 

THICKNESS RATIO, 

WHITE LINE 

COUNT 

(NA) 

MPNN 

(97.25%) 

ALAM ET 

AL. (2019) 

[24] 

420  WHITE LINES 

COUNT, RIDGE 

THICKNESS 

VALLEY RATIO, 
RIDGE WIDTH, 

RIDGE DENSITY 

(NA) 

SVM 
(88%) 

CEYHAN &  

SAGIROGLU 

(2014) [25] 

600 TURKISH  
(300:300) 

RIDGE 

THICKNESS, RIDGE 

COUNTS, 

AVERGAE RIDGE 

THICKNESS 

(NA) 

NAÏVE BAYES  
(94.7– 95.3%) 

KNN  

(93.7– 94.0%) 
DT  

(94.2– 94.3%) 
SVM 

(93.8– 94.2%) 

 

           Hence, the purpose of this work is of two-fold: (a) 

evaluate ethnic difference and sexual dimorphism of 

ridge count data using self-organizing maps; and (b) 

construct prediction model using Naïve Bayes (NB) and 

Classification and regression trees (CART) algorithms, 

respectively. Performances of the two algorithms were 

rigorously assessed by varying the proportion of test set, 

employing one-digit, five-digit and ten-digit respectively 

as input data; and considering ethnic-specific data. 

 

3. METHODOLOGY 

A. Fingerprint data  

Fingerprint data was the collection of ten digits of 300 
healthy Malaysian subjects of three major races, i.e. 
Malays, Indians and Chinese. Each of the races consisted 
of 50 male and 50 female subjects. Figure 1 illustrates the 
primary steps employed in obtaining and processing the 
3000 fingerprints. All the selected subjects full-filled the 
following characteristics: 

1. Have no mixed marriage over three 
generations.  

2. The fingerprint pattern is free from any 
defects, e.g. cuts. 

3. Do not suffer from any skin disease. 

Figure 1.  Procedures employed in collecting and processing 

fingerprint sample. 

Each subject was first asked to clean their fingertips 
using alcohol swab. Then, all the ten digits were rolled on 
the form. A Dino-Lite USB digital microscope was used 
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to capture zoomed view of the fingerprints. Before that, 
the print was divided into four zones according to the 
guidelines proposed by Acree [10]. Figure 2 indicates 
how the designated region was selected by the three 
primary fingerprint patterns. Then, the number of diagonal 
ridges were determined within a pre-defined area (5mm x 

5mm). 

 

Figure 2.  Direction of calculating number of ridges in three main types 

of fingerprint pattern, i.e. arch, loop and whorl 

B. Rearrangement of fingerprint data 

The principal fingerprint data composed of 300 
subjects and number of diagonal ridge across the ten 
digits. In order to gain more insights into the data, we 
have rearranged the primary data into 52 different sub-
datasets by considering the digits individually, by right 
and left hands, respectively according to Malaysian and 
then by the three ethnic groups.  Table II summarise the 
compositions of the 52 sub-dataset.  

Firstly, the primary data was split according to 
ethnicity, i.e. Malays, Chinese and Indians. The purpose 
was to evaluate sexual dimorphism using ethnicity-
specific model. The modelling process was recursively 
performed by using one-digit, five-digit (left or right 
hand) and ten-digit (both hands) samples in sequential as 
input data.  

Secondly, another 13 sub-datasets were prepared for 
predicting gender regardless of the ethnicity by using one-
digit, five-digit (left or right hand) and ten-digit (both 
hands) samples in sequential as input data. The aim was to 
prepare a set of global predictive models that can be used 
for assessment of merits of ethnic-specific predictive 
models.  

TABLE II.  REARRANGEMENT OF THE PRINCIPAL FIGNERPIRNT 

DATA BY ETHNICITY AND DIGIT 

RACE SEX THUMB INDEX MIDDLE RING LITTLE 

MALAYS R M.R1 M.R2 M.R3 M.R4 M.R5 

L M.L1 M.L2 M.L3 M.L4 M.L5 

CHINESE R C.R1 C.R2 C.R3 C.R4 C.R5 

L C.L1 C.L2 C.L3 C.L4 C.L5 

INDIANS R I.R1 I.R2 I.R3 I.R4 I.R5 

L I.L1 I.L2 I.L3 I.L4 I.L5 

M’SIAN R A.R1 A.R2 A.R3 A.R4 A.R5 

L A.L1 A.L2 A.L3 A.L4 A.L5 

 

C. Data analysis 

The fingerprint data was first explored using self-
organizing maps (SOMs) method. The purpose was to 
evaluate the potential of the ten digits individually and 
then by hands, in discriminating males and females 
among the 300 Malaysians and then by the three ethnic 
groups, respectively.  

After that, the data was further modelled using two 
supervised methods, i.e. classification and regression tress 
(CART) and naïve Bayes (NB) algorithms. Figure 3 
explains the general modelling procedures of CART and 
NB algorithms as well as the respective model evaluation 
procedures.  

The models were rigorously assessed using six series 
of training and test sets prepared by varying the number of 
repeats in random resampling without replacement (9 and 
99); and split ratio (9:1, 8:2 and 7:3), respectively. 
Consequently, stability of the predictive models were 
derived by comparing the six mean external accuracy 
rates of a given data and modelling method.  

The predictive accuracy (Acc) of the CART and NB 
models are determined as follows: 

'
Acc    ( ' )

n
n n

n
=                                                          (1) 

where n refers to the total number of training/test samples 

and n’ denotes the number of correctly predicted 

training/test samples.  

 

 

Arch

Loop

Whorl
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Figure 3.  Overview of modelling and validation of prediction models 

contructed from the fingerprint data 

 
Due to the overwhelming number of models 

constructed in this work, SOM was also employed herein 
to examine the relative performances of CART and NB by 
the type of input data, i.e. one-digit, five-digit and ten-
digit data.  

 

D. Machine learning methods 

 
All the machine learning algorithms were 

implemented by the R software version 3.6.2 [29]. The 
SOM algorithm was conducted using code prepared by 
Kohonen [30] package. Meanwhile, the e1071 [31] and 
rpart [32] packages, respectively, provides the naïve 
Bayes and CART algorithm to construct the prediction 
models.  

 

1) Self-organizing maps (SOMs) 

 
Self-organizing maps (SOMs) have been reported in 

fingerprint analysis studies. For instance, [33] employed 
SOMs to assess fingerprint image quality. Meanwhile, 
[34] adopted SOMs in an automatic scheme for the 
identification of fingerprint images. However, in this 
work, SOM was employed for: (a) exploring the relative 
potential of digits in discriminating the sex and race of 
Malaysian according to the number of diagonal ridge 
count; and (b) comparing relative performances of a 
multitude of prediction models.  

SOMs also known as Kohonen Map is proposed by 
[35]. It employs unsupervised learning approach to 
elucidate latent structure of the input data. SOM algorithm 
aims to arrange the input patterns (i.e. fingerprint data in 
this work) to a topological structure while preserving the 
relations between the patterns.  

SOM modelling involves a 2-layered network 
composing of n processing units. The first layer of units 
responsible to connect to the signal; and is linked to the 
second layer also known as competitive layer (2-
dimensional). Each of the connections is associated with a 
weight value of which is updated during training. 

First and foremost, the ethnic difference of the 300 
Malaysian subjects was explored using SOM. In this case, 
the first layer composing of the 300 Malaysian subjects 
(i.e. processing units) was linked to the competitive layer. 
After careful optimization, the second layer of 3 x 3 units 
was employed to connect to the first layer. Parameters of 
SOMs employed for evaluation of ethnic difference are as 
follows: 

• Number of processing units: 300 

• Dimension of topology: 3 x 3  

• Type of topology: rectangular  

• The number of times the complete data set will 
be presented to the network: 100 

Next, the sexual dimorphism of the fingerprint data 
was studied by the three ethnic groups. Herein, the first 
layer was constructed by the 100 Malaysian subjects of a 
particular ethnicity, i.e. Chinese, Indians, and Malays. 
Due to the reduced number of subjects, the second-layer 
of 2 x 2 units was found to be preferred over that of 3 x 3. 
The parameters of SOMs used for evaluation of sexual 
dimorphism of a given ethnic group based on the ridge 
count data are listed below. 

• Number of processing units: 100 

• Dimension of topology: 2 x 2  

• Type of topology: rectangular  

• The number of times the complete data set will 
be presented to the network: 100 

Last but not least, parameters of SOMs for evaluation 
of classifiers are as shown below. In this case, the 12 
classifiers (2 modelling algorithms x 3 split ratio x 3 input 
data) formed the first layer of units. The weight value 
connecting first layer to the second layer was governed by 
the mean accuracy rate of the classifiers. The purpose of 
the analysis was to identify the most stable and accurate 
classifier. 

• Number of processing units: 12 

• Dimension of topology: 2 x 2  

 

Test sample 30% 

(ntst30)

Training sample 

70%

Input data 

Training sample 

90%

Training sample 

80%
Test sample 20% 

(ntst20)

Test sample 10% 

(ntst10)

Prediction Model 

• Naive Bayes
• CART

Resampling without replacement

• r = 9

• r = 99

Evaluation

of model
Construction

of model
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• Type of topology: rectangular  

• The number of times the complete data set will 
be presented to the network: 100 

2) Classification and Regression Tree (CART) 

 
Many algorithms have been proposed to construct a 

decision tree model; and Classification and regression 
trees (CART) is one of the most common ones. CART 
constructs a prediction model by recursively partitioning 
the data into two classes. In this case, CART keeps 
splitting the donors of fingerprints into class of male or 
female according to the number of ridge of the donor.  

The splitting stops once the heterogeneity of data 
reached to the satisfactory level [36]. Herein, the Gini 
coefficient was employed for that purpose. Given a binary 
data, the Gini coefficient can be expressed as below: 

2( ) 1 [ ( | ) ]g

g

Gini T P C T= −                                           (2) 

where T denotes a node in the decision tree model; 

( | )gP C T refers to the conditional probability of node T 

being the class of g. In this case, g = 2, i.e. male and 
female. Hence, eq. (3) can be simplified as follow: 

( ) 2 (1 )Gini T P P= −                                                         (3) 

 

3) Naïve Bayes (NB) 

 
Naïve Bayes (NB) classifier relies on Bayes rule to 

build a prediction model [37]. Herein, the prediction 
problem was formulated as below: 

( | ) ( )
( | )

( )

P x y P y
P y x

P x
=

                                                  (4) 

where x refers to the fingerprint ridge count; y denotes the 
sex of the donor. Since the ratio of male and female was 
1:1, the P(x) can be ignored in this modelling problem. 
Meanwhile, P(y) denotes the class a priori probabilities. 
In this work, the male and female are assumed equally 

likely i.e., 
male female( ) ( )P y P y= . Last but not least, 

( | )p x y  is calculated using the training data.  

NB aims to predict the sex of the donor (y) based on 
the number of ridge (x). Given an unknown fingerprint 
with having a particular number of ridge (x), the sex of the 
donor (y) is predicted as male if the posterior probability 
of male 

male( | )p y x  is higher than that of female 

female( | )p y x and otherwise the donor will be assigned to 

be female.  

4. RESULTS AND DISCUSSIONS 

A. Exploring sexual dimorphism using self-organizing 

maps 

The discriminatory ability of the ten digits was first 
explored using SOM plot and the respective mapping plot. 
The former plot shows the relative magnitude of all the 
studied variables in relation to the samples plotted in the 
latter plot. Additionally, the mapping plot also presents 
the distribution of the subjects by a factor of concern, e.g. 
sex and ethnicity. 

 Figures 4 and 5, respectively presents the sexual and 
ethnic differences in the 300 Malaysians. Meanwhile, 
Figures 6 to 8 show the outputs of SOM obtained using 
fingerprint data by Chinese, Indians and Malays subjects, 
respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Exploring sexual dimoprhism in 300 Malaysian based on 

(top) ten-digit; and five-digit of  (middle) left and (bottom) right hands, 

respectively 
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Figure 5.  Exploring ethnic variation in 300 Malaysian based on (top) 

ten-digit; and five-digit of (middle) left and (bottom) right hands, 

respectively  

The number of units in the 2-D topological structure 
has been carefully optimized. After several trial-and-
errors, it was found that 3 x 3 and 4 x 4 were the best 
options for the 300 Malaysians and 100 ethnicity-specific 
subjects, respectively. The most optimum topological size 
is the one that most of the units in the mapping plot are 
loaded with samples and none of the units is leave empty.  

Generally, by referring to Figures 4 and 5, it can be 
seen that the sexual difference was more significant than 
the ethnic variation. This is because none of the units (of 
mapping plot) in Figure 5 appeared to be homogenous, i.e. 
a unit dominated by one colour. On the other hand, 
several units in Figure 4 were appeared to be homogenous 
(highlighted by red circle).  

The radius of a wedge in the SOM plot (left plots in 
Figures 4 and 5) indicates the magnitude of the variable in 
relation to the samples located in the corresponding 
mapping plot (right plots in Figures 4 and 5). 

Generally, most of the females showed significantly 
high number of ridge count in most of the digits. 
Meanwhile, males seldom presented high number of ridge 
count. This is in accordance with that reported by Acree 
[10]. With respect to the discriminatory ability of the 
digits, left hand was seen to exhibit higher sexual 
variations than the respective right hand. Most 
importantly, sexual dimorphism presented by all the ten 
fingers has not be better than that observed with the left 
hands.  

In contrast to sexual dimorphism, ethnic variation in 
the number of ridge count is not significant. Firstly, it is 
hard to find any units in the mapping plots (right plots in 
Figure 5) appeared to be homogenous, i.e. dominated by 
one ethnic group. Despite that, in general, it was observed 
that Malays tended to show low number of ridge count. 
Meanwhile, Chinese and Indians dominated units 
exhibiting rather high number of ridge count. Basically, 
the segregation of the three ethnic groups were not 
improved even when the input data changed to the five-
digit sample. This is different from what was seen in the 
sexual dimorphism (Figure 4).  

Since the sexual dimorphism is apparent than the 
ethnic difference, we have performed another series of 
SOM analysis to study the difference between males and 
females by Chinese, Indians and Malays populations, 
respectively. Figures 6 to 8 show the SOM outputs 
obtained from the three different ethnic groups. Because 
the ten-digit samples has not performed better than the 
five-digit data, the sexual dimorphism was evaluated only 
by the left and right hands, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Exploring sexual dimoprhism in 100 Chinese Malaysians 

based on five-digit of  (top) left and (bottom) right hands, respectively  
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Figure 7.  Exploring sexual dimoprhism in 100 Indian Malaysians 

based on five-digit of  (top) left and (bottom) right hands, respectively  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Exploring sexual dimoprhism in 100 Malay Malaysians 

based on five-digit of  (top) left and (bottom) right hands, respectively  

Overall, the three ethnic groups showed similar degree 
of homogeneity in the mapping plots. Firstly, left hand 
seems to be useful than the corresponding right hand in 
discriminating the gender. This is because there was more 
number of homogenous unit when the left hand data was 
employed in the modelling. Meanwhile, right hand 
showed unsatisfactory result that all the four units were 
hardly showed any homogeneity. Additionally, females in 
all the three ethnic groups were always have more number 

of ridge count than the males. Hence, this explains why 
the ethnic variation is much lower than the sexual 
dimorphism. 

 

B. Classification performance of NB and CART 

In line with the interpretation obtained via SOM 
technique, NB and CART algorithms were employed to 
construct model predicting gender and not the ethnicity. 
As mentioned in section 3, a multitude of predictive 
models have been constructed by considering varying 
number of digits as input variables. Figure 9 compares the 
performances of NB and CART models using one-digit 
data. On the other hand, Figure 10 shows the relative 
performances of the models by the five-digit of left and 
right hands, and ten-digit sample. 

By referring to Figure 9, the right little and left thumb 
fingers were found to be outperformed the other digits 
regardless of the modelling algorithms. In other words, 
both the CART and NB models produced similar well 
performances when right little and left thumb digits were 
considered as input data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Relative performances of naïve Bayes (NB) and 
Classification and Regression Trees (CART) models constructed for 

discriminating sex of 300 Malaysians by using single-digit sample. 

Each prediction model was validated using three sets of test samples, 
i.e. 10% (ntst10), 20% (ntst20) and 30% (ntst30) of the data. The mean 

accuracy rates were estimated from 9 and 99 sets of test samples, 

respectively.  
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Figure 10.  Relative performances of naïve Bayes (NB) and 
Classification and Regression Trees (CART) models constructed for 

discriminating sex of (a-c) 100 and (d) 300 Malaysians by using five-

digit and ten-digit samples. Each prediction model was validated using 
three sets of test samples, i.e. 10% (ntst10), 20% (ntst20) and 30% 

(ntst30) of the data. The mean accuracy rates were estimated from 9 and 

99 sets of test samples, respectively.  

 

Based on Figure 10, the NB models were found to 
outperform the corresponding CART models. By focusing 
on the ethnicity-specific data (Figure 10 (a-c)), NB 
models constructed using the five-digits of right hand 
were never achieved better performance than that built 
using the five-digit of left hand or even the ten-digit 
sample. Hence, it seems sound to say that left hand is 
more reliable than the right hand in predicting sex of the 
donor.  

Additionally, it is worth noting that the mean accuracy 
rate of NB models estimated from the 9 (n9) or 99 (n99) 
sets of test samples were much stable than the 
corresponding CART models, i.e. c9 and c99. This is 
because NB models always achieved similarly high 
accuracy rates with the nsts 10, ntst20 and ntst30, i.e. 
radius of the three wedges are always maximum. 
Meanwhile, CART models presented stability similar to 
the NB models when one-digit sample was used as input 
data (see Figure 9).  

 

C. General remaks 

Based on the results, it is obvious that NB models 
outperformed the CART models. Figure 11 compare the 
mean external accuracy rates of NB models by input data 
(single-digit, five-digit and ten-digit samples) and types of 
subjects (300 Malaysian, 100 ethnicity-specific subjects). 
Generally, none of the prediction models produced in this 
study achieved mean accuracy rate approaching 80%.  

However, Naïve Bayes was reported by Ceyhan and 
Sagiroglu [25] to have achieved a predictive accuracy rate 
above 90%. Similar to this work, the authors also 
employed Naïve Bayes and decision tree algorithms in 
constructing predictive model to identify gender based on 
fingerprint data. Basically, the current work is different 
from [25] from two aspects.  

First and foremost, by combining the three ethnic 
groups, this work has included 300 subjects. On the 
contrary, [25] reported the use of 600 subjects, i.e. 300 
males and 300 females. Hence, the outperformance of NB 
obtained in this work shall be further verified by including 
more number of subject.  

Despite that, this work and [25] were adopting the 
similar approach in obtaining the ridge count of 
fingerprint. Both of the works referred to [3] in selecting 
the fingerprint region and calculating the ridge counts. 
However, [8] have considered two extra features, i.e. 
average thickness of fingerprint and total ridge thickness 
in constructing the prediction model.  

Basically, the sexual difference in finger ridge breath 
has been studied by Mundorff et al. [38]. A total of 5000 
fingerprints from 500 subjects (250 males and 250 
females) was collected. The sexual difference has been 
evaluated using descriptive statistics and then ascertained 
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using independent t-test test. The authors concluded that 
females have lower mean ridge breath value than males. 

Meanwhile, the topological variation in the number of 
ridges for gender difference has been evaluated by 
Gutierrez-Redomero et al. [39]. The fingerprint data was 
collected from the Spanish population. The number of 
ridges have been determined from three different region 
on a finger digit. Despite that, it was noted that the 
researchers have not employed any machine learning 
methods in evaluating the fingerprint data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Bar chart showing mean accuracy rates of Naïve Bayes 
models obtained from 99 sets of test samples (30% of data) by using 

population of 300 Malaysians, 100 Malays, Chinese and Indians, 

respecitvely.  

 

Table III listed the best NB prediction models 
achieved using the ten digits separately, five-digit of left 
and right hands and ten-digit samples. Basically, the 
highest external accuracy rate was presented by Indian-
subject NB model constructed using five-digit of left 
hand. On the other hand, the right thumb data produced 
the lowest accuracy rate by using the global model (i.e. 
300 Malaysians).  

Essentially, four crucial findings derived in this work 
are: (a) fingerprint ridge count of Indians shows the most 
apparent sexual dimorphism; (b) digits of left hand can 
predict gender more accurate than the digits of right hand; 
(c) left thumb can predict gender as good as the five-digit 
or ten-digit data; and (d) Naïve Bayes is excellent than 
CART algorithm in constructing model to predict gender 
based on fingerprint ridge count.  

TABLE III.  THE BEST PREDICTIVE NAVIE BAYES MODEL BY INPUT 

DATA 

INPUT DATA BEST MODEL EXTERNAL ACCURACY RATE (%) 

RIGHT THUMB MSIAN 56.41 

RIGHT INDEX MSIAN 61.32 

RIGHT MIDDLE MSIAN 56.39 

RIGHT RING MSIAN 62.16 

RIGHT LITTLE MSIAN 67.31 

RIGHT HAND MSIAN 72.00 

LEFT THUMB MSIAN 65.26 

LEFT INDEX MSIAN 65.57 

LEFT MIDDLE MSIAN 64.98 

LEFT RING MSIAN 68.09 

LEFT LITTLE MSIAN 72.07 

LEFT HAND INDIAN 75.24 

BOTH HANDS INDIAN 73.15 

 

5. CONCLUSION AND CONTRIBUTIONS 

This work demonstrated the potential of three popular 
machine learning methods in forensic fingerprint analysis. 
Firstly, self-organizing maps is found to be a useful 
exploratory tool prior to modelling using supervised 
machine learning methods. Additionally, naïve Bayes is 
shown to be outperformed Classification and Regression 
Tree algorithm in predicting sex of fingerprint donor by 
using ridge count data.  

The major contribution of this work is the discussion 
of three machine learning techniques, i.e. Self-organizing 
maps (SOMs), naïve Bayes (NB) and Classification and 
Regression Tree (CART) in forensic fingerprint analysis. 
The findings would encourage more application of 
machine learning methods in forensic fingerprint analysis, 
specifically using data obtained in a way applicable to real 
case investigation.  
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6. LIMITATIONS AND FUTURE WORK 

Despite naïve Bayes is found to be excellent than 
Classification and Regression Tree in this study. 
However, the accuracy rate is still need to be improved to 
a higher level. The performance of the classifiers is 
somewhat limited by the two facts: (a) rather small 
number of samples and (b) only one fingerprint feature 
was being considered, i.e. diagonal ridge counts. 

In order to address the limitations, the study can be 
expanded in future by increasing the number of 
fingerprint donor and to extract more features from a 
fingerprint. The features that are feasible to be obtained 
from a low quality print image including diagonal ridge 
counts from other topological area and the pattern type, 
i.e. whorl, loop and arch.  

Moreover, other machine learning techniques could 
also be investigated to strengthen the fact that naïve Bayes 
algorithm is suitable for discriminating sex based on 
diagonal ridge counts.  
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