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Abstract: A Shrink in technology leads to decrease in voltage supply which returns in power leakage. This affects the data stability in
Static Ram Access Memory (SRAM) cell. Static noise margin (SNM) is needed for the measurement of data stability in SRAM cell.
Data stability for SRAM cell relies on the largest DC noise which can be ignored at the inverters outputs which are cross coupled
without changing the data in SRAM cell. This paper presents 6T, 7T, 8T, 9T, 10T design and analysis which increases the data stability
of SRAM during write and read mode. These cells are compared with respect to their read static noise margin (RSNM), hold noise
margin (HSNM), write 0 delay, write 1 delay, average write delay, static power, average dynamic power, total power dissipation and
surface area. Finger method is used to create layouts of different SRAM cells which reduce the surface area of cell. This method is
also required to reduce the parasitic in layout design. The layout of different cells of SRAM and an SRAM with 4x4 array of 6T cell
is implemented on virtuoso tool of cadence software using 45nm Technology. After the simulation outcome, it is found that 10T cell
has maximum RSNM which is 0.42V and it has minimum total power dissipation. Process variation and Monte Carlo simulation for
different SRAM cells are carried out. Process variation is done for the RSNM parameter of the memory cells. After the simulation it
is observed that the performance of 10T design is best among all simulated SRAM cells. Comparison of 6T, 8T and 9T cell design
with previous work shows the improvement in RSNM at the price of write delay. 10T SRAM cell using CNFET (carbon nanotube
field-effect transistor) is simulated which has channel length of 11nm at 0.3V of voltage supply. After simulation it has observed that
10T SRAM cell based on CNFET has low total power of dissipation.
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1. INTRODUCTION

The requirement of SRAM is increasing with every pass-
ing day. This is mainly due to the requirement of handheld,
compact devices such as mobiles and minicomputers. These

of size of SRAM and improves integration density, but it
increases leakage current [11], [12], [13], [14], [15], [16].
Each cell has a problem of leakage. SRAM array, which
consist of many cells, becomes a big source of leakage

devices have high speed microprocessors. Cache memory
is used in the microprocessor to access data faster. To
improve the speed and functioning, the Static Random
Access Memory is required to work as cache memories[1],
[2], [3]. SRAM also fulfills the need of battery operated
devices like wireless sensor and biomedical devices where
the lifetime of battery and power consumption is a very
important criterion. Many smart devices are multifunctional
and require less power dissipation [4], [5], [6], [7], [8]. In
very large scale integration (VLSI), thousands of transistors
are fit together on a one chip which has small surface area
[9]. Low power in portable devices becomes a primary
factor [10]. Many SRAM cells are used to design an array
of SRAM cells to load huge amount of data. Memory covers
a large area of the system on chip. Due to this scaling
of transistor dimensions is the need of new technology. It
helps in reducing the area of cell which results in reduction

current. Problem of data stability in SRAM cell arises due
to voltage scaling and device dimension in new technology
generation [17], [18], [19].

Data durability of the cell in hold mode and read mode
is the main restriction in advanced technology [20]. The
RSNM is SNM at the read mode is deteriorated due to
mismatch in transistor and reduction in voltage supply. This
problem can be resolved by using separate read circuit [21].
This read circuit increases the quantity of transistors in the
cell which causes in an increase in domain of SRAM cell.
During read mode existing data in the cell is read out using
sense amplifier. There are some methods through which
data stability can improve during read and write mode
of operation. To improve SNM and reduction in area of
SRAM, different SRAM cells are designed [1]. The SRAM
cell’s SNM value can also be enhanced by proper sizing the
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Figure 1. Block diagram of SRAM Architecture [4]

ratio of transistor [22]. Proper sizing of transistor improves
data stability in both read and write deed [4], [23], [24].
Read-write circuit is required in memory design which can
change the data on memory array at the time of write
process and retain data in read process. SRAM is static
because of that it maintains its data as the power supply is
applied without needing periodic refreshment [23], [25].

Fig.1 depicts the SRAM architecture’s bock diagram for
4x4 SRAM array which consists of array of cell, bit line BL
and bit bar line BL, word line WL, sense amplifier, sense
enable, pre-charge circuit, row decoder, column decoder,
write enable WL, data input and data out. Row and column
decoder are used here to select any one memory element
in array where write or read action has to be performed.
Read operation is performed when WL write enable is 1
and write action is performed when write enable is 0 using
proper control at BL and BL. Sense enable is employ to
enable sense amplifier during read mode.

The scaling of transistors is the key for the semi-
conductor industry which indicates great increments in
computing energy and power efficiency. Along with the
advancements in silicon-based electronics, many alterna-
tive technologies are being developed at the same time.
Hence, carbon nanotubes (CNTs) are fulfilling the existing
demand of semiconductor technologies [26]. Single-walled

carbon nanotubes are implemented in VLSI because of their
mechanical flexibility/stretchability, extraordinary charge
carrier mobilities, and solution processing. In particular,
semiconducting single walled nanotubes (SWNTs) have
surfaced as a great material for a range of electronic applica-
tions, starting from logic circuits, field-effect transistors and
chemical and biological sensors to optoelectronic devices,
electronic skins, and computers [27]. Electronic devices
made from CNFETs offer high energy efficiency [28],
[29]. Additionally, CNFET CMOS process are designed
to be tunable (e.g., control CNFETs threshold voltage),
robust (e.g., air-stable) and silicon CMOS simpatico (to
be integrated within current manufacturing process) [28].
However, silicon CMOS suitable with CNT doping to
design NMOS CNFETS do not exist. Since there are several
issues related to performance advantages in silicon-based
computing systems, some alternative technologies are being
considered. In nanotechnology CNT is universally accepted
nanotechnology to design digital circuits. CNFETs are used
due to its low Energy-Delay-Product (EDP) for digital
systems. Such EDP benefits can also be used for yielding
cooling benefits for 3D ICs [30]. SRAM can also be
implemented using CNFET; it has low leakage power and
EDP.

In this work performance analysis and simulation of
6T, 7T, 8T, 9T and 10T SRAM cells are carried out on
virtuoso tool of cadence software using 45nm technology
at 1V supply voltage. The comparison of these cells is
done by their respective RSNM, HSNM, write 0 delay,
write 1 delay, average write delay, power dissipation and
surface area. CNFET based 10T SRAM Cell is simulated
at 0.3V supply voltage which has 11nm channel length. In
section II different SRAM cell designs are explained with
their transient simulation, RSNM and HSNM simulation.
Section III explained the layout of different SRAM cell
design. Section IV describes the layout of SRAM with 4x4
array of 6T cell. In Section V, the analysis of simulation
results and their comparison is shown. Section VI extracts
the conclusion.

2. DIFFERENT SRAM CELL
A. 6T SRAM Cell

This cell contains 6 transistors, out of which two are
PMOS and four are NMOS as shown in fig. 2 [20],
[22], [31], [32]. In this circuit there are two CMOS based
inverters both are cross connected to each other with access
transistors NM3, NM4. Data is stored in internal node P, Q
through these access transistors.

The action of memory cell is divided in three parts-
hold mode, write mode and read mode. These actions are
understood with the circuit of 6T memory cell as represents
in fig. 2.

In hold mode, word line (WL) is not active, so the access
transistors are disabled which remove the connection from
BL and BLB to the internal mode of the cell. There is no
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Figure 2. 6T SRAM Cell’s schematic [20],[22],[31],[32]
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change in the data stored at inner node P and Q until the
voltage supply is active. In the write operation, consider the
case when 1 is at P and O is at Q node. Firstly precharged the
BL and BLB at this time WL is not active. After precharged
the BL and BLB, activate WL. To write O at the node P
where 1 is already stored, bit line BL of that side make
low using external circuit during this time BLB is remain
at pre-charged. So there is discharging current from BLB to
Q. on the other side, there is a potential difference between
BL and P node through access transistor NM3. There is
a discharging path available from P to BL. Discharging
current starts flowing from node P to BL due to which the
voltage of node P starts decreasing. When the potential at
P node reduces below the threshold voltage of NM2, NM2
turns off and the PM2 turns ON due to this discharging at
node Q and BLB gets stop. PM2 turns ON, which pulls the
voltage at Q to 1. At this time the data at P comes to 0 and
Q gets modified with 1 [23].

In the read mode, if 1 is at P and O is at Q node,
firstly precharged BL and BLB at this time WL is not
active. Then activate the WL, there is no potential difference
between P and BLB, no current is there. On the other
side, there is a potential difference between BLB and Q.
Discharging current starts flowing, it reduces the voltage
level of BLB. The difference in BL and BLB is sensed with
sense amplifier which estimates that 1 is stored at P node.
During the discharge of BLB to Q through access transistor
NM4, there is a chance of bump up in voltage at Q. So this
increases the chances of tripping the inverter which is at
P side. This can modify the stored data at P and Q of the
cell. To enhance the read assurance the width of NM1, NM2
which are the pull down transistors should be greater than
NM3, NM4 access transistors. In the write mode, stability
can improve by increasing the width of access transistor
NM3, NM4 as compared to pull up transistors PM1 and

PM2 [31], [33]. Simulation of 6T memory cell is illustrated
in fig.3, which shows the write and hold state of memory
cell.
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Figure 3. Simulation waveform of 6T Cell

SNM’s simulation for 6T cell during read mode and hold
process is represented in fig.4 the HSNM of 6T cell is 0.41
V and RSNM of the 6T cell is 0.21 V. RSNM is nearly
half of HSNM. There is problem of data stability during
read mode. SNM value is calculated with the help of side
of square in butterfly curve. Butterfly curve is obtained with
the DC simulation of both the inverters in the cell. SNM of
an SRAM cell is equal to minimum of SNM1, SNMO [34].
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Figure 4. Simulation waveform for RSNM of 6T Cell

B. 7T SRAM Cell

It has one additional transistor comparison of 6T mem-
ory cell. It consists of 5 NMOS and 2 PMOS transistors as
presented in fig.5 [1], [35]. This extra transistor NMS5 keep
in series with pull down transistor NM1 to improve the data
retention during read mode.

During hold action, the WWL and WL are disabled and
WLB is active. In the write mode WWL and WL are active
and WLB is off, process remains equivalent with 6T SRAM
cell. In read process, WL is activated, WWL and WLB are
deactivated. Read operation is single sided in 7T SRAM
cell. BLB is precharged at supply voltage first, then activates
WL according to the data retained at Q there is discharging
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Figure 5. 7T SRAM Cell’s schematic[1], [35]

current through access from BLB to NM2 though access
transistor NM4. Voltage level of BLB is sensed with sense
amplifier. Sense amplifier estimates the data stored at P and
Q. Extra transistor NM5 is off in read and write process,
it is for the data durability in the cell. Simulation of 7T
memory cell is depicted in fig.6.

Tonsent Rerne Wedlor 1170501 20 1

Figure 6. Simulation waveform of 7T Cell

Waveform in fig.7 illustrates the SNM for 7T SRAM
cell in the read and hold process. RSNM is 0.07 V and
HSNM is 0.42 V for 7T SRAM cell. The RSNM value is
very less to retain data in read mode. It also requires NM5
with large width, this result in enhanced in surface area.

C. 8T SRAM Cell

This design has total 8 transistors which are depicted in
fig.8 [1]. The requirement of read durability in 6T SRAM
cell is enhanced with one separate read circuit which has
two NMOS transistors NM5, NM6 [36]. The internal node
is totally isolated from read circuit, so data at internal nodes
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Figure 8. 8T SRAM cell’s schematic [1]

P and Q are stabilized [1], [37].

In write mode, read word line (RWL) is deactivated
and write action is remaining same as 6T memory cell.
In read mode, WL is deactivated and precharged the read
bit line (RBL) then activates the RWL. The internal node
P is connected to the gate of NM6. If data at P is 1,
then NM6 is turned ON. There is a close path from
RBL to ground through access transistor NM5 and NM6.
Discharging current start flowing and voltage level of RBL
starts reducing. If data is O at P then NM6 is turned OFF and
circuit is open. There is no current and voltage level at RBL
remains high. Change in voltage level of RBL is sensed
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by sense amplifier and estimates the data at the internal J
node. Simulation of 8T memory cell is depicted in fig.9. [ WL
Simulation of SNM for 8T SRAM Cell in read process is
depicted in fig.10. The RSNM and HSNM values are same, ZP
which is 0.41V. It means data stability is getting improved
in this design. BL L a8

Figure 9. Simulation waveform of 8T Cell
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Figure 10. Simulation waveform for RSNM of 8T Cell

D. 9T SRAM Cell

In this design, there are three additional NMOS transis-
tors as compared to 6T memory cell. There are 7 NMOS
transistors and 2 PMOS transistors. During read operation,
data at internal node is completely separated from BL and
BLB. This improves the RSNM. Schematic of 9T cell which
is illustrated in fig.11 [17], [38]. Schematic consist of two
inverters are cross connected and then joined with two pass
transistors NM3, NM4 and three transistors NM5, NM6,
NM?7 as read circuit. Internal node of cell P and Q are
attached to the gate of two read NM5 and NM6. NM5 and
NMB6 are read access transistors. During standby and write

NM3 N4
. ] ' .

Jwe
NM?
D

Figure 11. 9T SRAM cell’s schematic [17], [38]

mode read signal RD at NM7 is 0. Standby and read mode
operation remain similar to operation in 6T memory cell.

In read operation, WL is deactivated and BLB and BL
precharged to supply voltage that activate read signal RD as
1. If data at P is 1, this turns ON read access transistor NM5
and BL starts discharging through read access transistor
NMS5 and NM7. On the other side data at Q is 0, NM6 is
OFF and BLB remains high [17]. This difference of voltages
between BLB and BL is being taken by sense amplifier and
estimated the data at the internal node. Simulation of 9T cell
is depicted in fig.12.
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Figure 12. Simulation waveform of 9T SRAM Cell

The RSNM and HSNM values are same, which is 0.41V.
It means data stability is getting improved in this design.
Simulation for RSNM of 9T cell is depicted in fig.13.
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Figure 13. Simulation waveform for RSNM of 9T SRAM Cell

E. 10T SRAM Cell

This design has 2 more transistors as compared to 8T
memory cell as depicted in fig. 14 [39], [40]. ST SRAM
cell has the problem of leakage current in read process
when read word line (RWL) is deactivated. To reduce this
problem, two additional transistors PM3 and NM7 are used
in the read circuit.

-

Figure 14. 10T SRAM Cell’s schematic [39], [ 40]

Write mode is similar as 6T memory, WL is activated
and RWL is deactivated in this mode. In read mode, WL is
deactivated; pre-charge the read bit line RBL to voltage
supply level then activates the RWL. Read operation is
same as 8T memory cell. Simulation of 10T memory cell
is depicted in fig.15.
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Figure 15. Simulation waveform of 10T SRAM Cell

The RSNM and HSNM values are same, 0.42V. It means
data stability is getting improved in this design. Simulation
is depicted in fig.16. The butterfly curve is totally symmetric
in this design both windows are equal size.
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Figure 16. Simulation for RSNM of 10T SRAM Cell

F. CNFET BASED 10T SRAM Cell

CNFET based CMOS has channel length 11nm. Supply
voltage scales down to 0.3V. This CNFET CMOS design
10T SRAM Cell has total 10 CNFET based transistors as
depicted in fig.17 [39], [40].

Fig.18. illustrates the simulation of this 10T SRAM Cell.
This simulation depicts the write and hold operation. During
the read, RBL is high. At this time, there is no change in
data at the internal node of SRAM cell. The operation of
CNFET used 10T Cell is identical as MOSFET used10T
Cell for memory.

3. LAYOUT OF DIFFERENT SRAM CELL

The surface area calculation is done for 6T, 7T, 8T, 9T
and 10T cells with 45nm technology. Finger method is used
to reduce the surface area and parasitic of the layout. This
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Figure 17. CNFET based 10T SRAM Cell’s schematic [39], [40]
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Figure 18. Simulation waveform of CNFET based 10T SRAM Cell

layout is created with reduced transistor width. The layout
of 6T memory cell is illustrated in fig.19. 6T cell’s layout
has width 3.27 um, height 3.04 ym and surface area 9.93

um?.

Layout of 7T memory cell is depicted in fig.20. 7T
cell’s layout has width 3.8 um, height 3.83 um and surface
area 14.54 um? . The surface area of 7T cell is increased
due to the size of NMS5 transistor to find data stability in
read mode. RSNM value is very less in this design which
is 0.07V. Finger method helps make this layout compact;
otherwise the surface area will increase more than 14.54

um?

Figure 19. Layout of 6T Cell

Figure 20. Layout of 7T Cell
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Figure 21. Layout of 8T Cell

Layout of 8T memory cell is depicted in fig.21. 8T cell’s
layout has width 2.54 um, height 3.17 um and surface area
8.07 um?. 9T cell’s layout is depicted in fig.22.

Figure 22. Layout of 9T Cell

9T memory cell’s layout has width 2.35 um, height 3.92
um and surface area 9.18 um?.

Fig.23 depicts the 10T memory cell’ layout. 10T cell’s
layout has width 3.37 um, height 3.06 um and surface area
10.30 pum?.

Figure 23. Layout of 10T Cell

4. SRAM WITH 4x4 ARRAY OF 6T SRAM CELL

A 4x4 array of SRAM using 6T memory cell is illus-
trated in fig.24. This array has width 18.2 um and height
of 16.25 um. Surface area of the 4x4 array of SRAM
is 295.75 um®. This memory is created with the help of
6T SRAM cell. Total 16 memory cells are used in this
design. Technology used to create this layout is 45nm.
Fig.25 depicts the simulation of 4x4 array with 6T SRAM
Cell. In this simulation data write operation is perform in
column O of the array. BLO and BLBO are the bit lines for
column 0. The role of WL is to select row 0-3 in array. P
and Q are the internal nodes of the 6T SRAM cell. P00,Q00
for row 0 and column 0, P10,Q10 for row 1 and column
0, P20,Q20 for row 2 and column 0, P30,Q30 for row 3
and column 0. The static power of this array in simulation
is depicted in fig.25 is 23.14uW, average dynamic power is
3.47uW and total power dissipation is 26.61uW.

The layout of SRAM which has 4x4 array of 6T SRAM
Cell, row decoder, column decoder, sense amplifier, pre-
charge circuit, is depicted in fig.26. Memory Cell is selected

http://journals.uob.edu.bh
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Figure 25. Transient waveform of 4x4 array with 6T SRAM Cell
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Figure 26. Layout for SRAM with 4x4 ARRAY of 6T Cell

from array to perform read and write operation using
decoder circuits. There is read-write circuit for selecting
read and write operation. Sense amplifier is used to sense
the data at the internal node of the cell at the read time.
Pre-charged circuit is at the top of array. The circuits which
are at the bottom are sense amplifier and read-write circuit.
This layout has width 26.095 um, height 23.26 um and
surface area 606.84 um?>.

5. RESULT AND DISCUSSION

Observation of different parameters for 6T, 7T, 8T, 9T
and 10T cell designs of SRAM is presented in table I. These
parameters are RSNM, HSNM, write delay, power dissipa-
tion, width, height and surface area. These parameters are

simulated using 45nm technology with 1V supply voltage
at 27°C. Virtuoso tool of cadence software is used for the
simualtion and creating layout. All results are taken after
post layout simulation. The step used for creating designs
are: schematic, layout, design rule check (DRC), layout vs
schematic (LVS) and QRC for parasitic extracted view of
layout. RSNM and HSNM of 10T SRAM cell are 0.42V.
RSNM of 10T SRAM cell is found maximum among all
SRAM cells. Average write delay is the average of write 1
delay and write O delay. Write 1 delay is the time require
for changing data at the internal node of SRAM cell from
low value to high value. Similarly, the write 0 delay is
time require for changing the data at internal node from
high value to low value. Write delay is measured between
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http://journals.uob.edu.bh

Int. J. Com. Dig. Sys. 11, No.1, 1009-1026 (Mar-2022)

% e by
%%,
RN .

1019

TABLE I. COMPARISON OF PARAMETERS FOR DIFFERENT SRAM CELL

Parameters 6T T 8T 9T 10T
RSNM (V) 0.21 0.07 0.41 0.41 0.42
HSNM (V) 0.41 0.42 041 041 0.42
Write 1 delay (ps) 87.69 12426 93.63 93.15  94.06
Write 0 delay (ps) 57.85 7733 6197 6039  55.82
Avg. Write delay (ps) 72.717 100.79  77.80 76.77  T74.94
Rise time (ps) 51.89 103.08 67.27 6090  61.15
Fall time (ps) 51.89 103.08 67.27 6090  61.15
Avg. Dynamic Power (W) 113.77n  194.68n 9.06p 0.85u 154.31n
Static Power (uW) 1.51 1.14 1.26 1.14 1.14
Total Power Dissipation (uW) 1.63 1.33 1033 11.99 1.29
Width (um) 3.27 3.8 255 235 3.37
Height (um) 3.04 3.83 3.17 392 3.06
Surface Area (um?) 9.93 14.54 8.07 9.18 10.30
Supply Voltage (V) 1 1 1 1 1
Technology 45nm 45nm  45nm  45nm = 45nm

word line WL and internal node P of SRAM cell. The rise
time and fall time for 6T SRAM cell are found minimum,
at 51.89 ps. But 7T SRAM cell has maximum average
write as well as fall and rise time. Total power dissipation
of 10T SRAM cell is 1.29 uW which is least among all
memory cells. To minimize the surface area of SRAM
cell finger method is used which also reduces the parasitic
capacitance of the circuit. Layout area of cells is calculated
in width (um), height (um) and surface area (Mmz). After
the comparison it is found that surface area of 7T SRAM
cell is maximum, which is 14.54 wm?. Fig.27 shows the
graphical comparison of SNM during read, hold operation
and total power dissipation for different SRAM cells. This
illustrates that the RSNM of 7T cell is lowest compared
to other memory cells. RSNM of 8T, 9T and 10T have
nearly same level. 9T SRAM cell has largest total power
dissipation 11.99 uW . Power dissipation is greatest for 9T
cell and lowest for 10T cell.

14

12

bt

Y

5334

Tota! Power Dissipation (4}

Figure 27. Graphical comparison for RSNM, HSNM and total power
dissipation of different SRAM Cell

Fig.28 illustrates the graphical comparison for layout of
different SRAM cell in their respective weight, height and

surface area. Surface area of 7T SRAM cell has highest
peak and 8T has minimum peak. The finger method is used
to reduce the size of transistor, in this method transistors
are arranged such as one terminal is common between
two transistors which acts as source for one transistor and
drain for the other. Due to sharing of terminal, parasitic
capacitance of source to body and drain to body reduces to
half of its value. Layout area of 10T cell is only less than 7T
cell but it has good write delay, rise and fall time, it has also
maximum RSNM and minimum total power dissipation.

Width (um) Haightium) Surfice Arsxfymd)

Figure 28. Graphical comparison of layout for different SRAM Cell

After the comparison, it is noticed that 10T cell has
better RSNM, average write delay, power dissipation when
compared to other SRAM cell at the price of slightly rise in
surface area. 10T cell has large surface area in comparison
with 6T, 7T and 8T cells. Layout of 4x4 array using 6T
cell has surface area of 295.75 wm?. Layout of SRAM using
4x4 array of 6T SRAM cell has surface area of 606.84 pm?>.
Comparison for 6T, 8T and 9T SRAM cell is done with [16].
RSNM and Write delay are compared as shown in table II.
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TABLE II. COMPARISON OF PARAMETERS OF DIFFERENT SRAM CELL

Parameters 6T 6T[16] 8T 8T[16] 9T 9T[16]

Technology 45nm 90nm  45nm 90nm  45nm 90 nm

RSNM(V) 0.18 0.037 037 0228 036 0217
Write Delay(ps) 72.77 8976 77.80 4547 76.77 10

It is found that RSNM for 6T, 8T, 9T SRAM is much better
in this work but there is an increase in write delay for 6T,
8T, 9T SRAM in this work. The RSNM value in table II is
taken after process corner simulations as shown in Fig.31,
33, 34 for 6T, 8T and 9T SRAM cell.

Graphical comparison for RSNM and write delay for
6T, 8T and 9T with [16] in table II is represented in fig.29
and fig.30.

0.4

meT

usrT
—— mor
= 6T[16]
" 8TI[16]
" 9T [16]

o =

RSNM(V)

Figure 29. Graphical comparison of RSNM for different SRAM Cell
with [16]

maT

=T (18]
8T 18]
9T [15]

Weite Delay (ps)

Figure 30. Graphical comparison of write delay for different SRAM
Cell with [16]

CNFET based 10T SRAM has total power dissipation is
22.48nW, in which, the static power is 0.46nW and average
dynamic power is 22.02nW. For CNTFET 1 1nm technology

is used with 0.3V voltage supply. This power dissipation is
less compared to MOSFET based SRAM cell. Write 0 delay
is 519.1ps, Write 1 delay is 171.1ps and average write delay
is 345.1ps. Rise time is 529.1ps and fall time is 197.9ps. The
write delay, rise time and fall time are greater as compared
to the MOSFET based SRAM cells.

A. Process variation

The process corner analysis shows whether the circuit
is tolerant to fabrication process corner variation. Process
variation is done for checking the performance of the circuit
in different corners, these are: monte corlo (MC), slow slow
(SS), slow fast (SF), fast slow (FS), and fast fast (FF).
Process variation is done for 6T, 7T, 8T, 9T and 10T cells.
In process variation of different corner simulations of these
cells are performed for RSNM analysis. RSNM value is
calculated from the side of the square inside the butterfly
curve. There are two squares formed in the butterfly curve,
square which has less sides is taken for the RSNM value.
Fig.31 illustrates the corner simulation waveform of 6T cell
is read mode. It is fournd that 6T design has 0.18V of
RSNM between FF and FS corner simulation.

Wed Nov 25 15:00:59 2020

j' I—m ‘!...‘

11 =

3 MC

0 o e

5 3 Fs

el 0.19 e
08 -3
07 =
06 -
So0s5
o E
04 -

Sl 0.18
02 -
01 -
00
0.1 3

| et ] e i e ] e
00 01 02 03

o i i P
04 05 06
QM

| st ] ks k] |
07 08 0% 10

Figure 31. Corner simulation of 6T Cell in read mode

Square window of butterfly in 7T SRAM cell for corner
simulation in read process is shown in fig.32. It is formed
between SF and FS corner simulation. Minimum square
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formed, which has 0.01 V of RSNM available to read the
data. In the process variation it is found that 7T SRAM cell
has very less RSNM.
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Figure 32. Corner simulation of 7T SRAM Cell in read mode

Fig.33 shows the corner simulation of 8T SRAM cell.
Square of 0.37V RSNM is formed between SF and FS. This
is better RSNM than 6T and 7T SRAM cell. This value is
sufficient to perform read operation. Data is stable during
read operation.
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Figure 33. Corner simulation waveform of 8T SRAM Cell in read
mode

Fig.34 represents the corner simulation waveform of 9T
cell. Minimum size of square formed in butterfly is 0.36V. It
is a good value for read operation. There is no data retention

problem. This square is formed between SF and FS corner
simulation during read process. Data is stable during read
operation.

Wed Nov IS5 14:23:25 2020

EME 3
14 = e
3 L NG
L sS
09 = o SF
E — FS
08 - 0.38 L LEFE
0.7 -4
o6 —
A T
=05 =
[=' E
0. —1
0.3 =3
< 0.36
0.2 -3
0.1 =3
00 =3
0.1 =3

| b i kb raei by i iehcloie] Gt vt e e ik s i |
o0 01 02 03 04 05 06 07 08 09 10
QM

Figure 34. Corner simulation waveform of 9T SRAM Cell in read
mode

Fig.35 shows the corner simulation of 10T SRAM cell.
Minimum size of square formed in butterfly is 0.37V. It is
good value for read the data from SRAM cell. 10T SRAM
has 0.37 V of RSNM formed between SF and FS corner
simulation during read operation. Data is stable during read
operation.
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Figure 35. Corner simulation of 10T SRAM Cell in read mode
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B. Monte Carlo analysis

Monte Carlo analysis is a statistical way to examine any
design. This simulation is done for testing the circuit in
process variation and check the robustness of the device.
Monte Carlo analysis and simulation of 6T, 7T, 8T, 9T
and 10T cell are carried out for these parameters- average
dynamic power, static power, rise time and fall time. This
analysis is carried out for 2000 samples with sigma (o)
equal to 3. This simulation shows the value of mean and
standard deviation. Deviation of the samples should not
very far from the mean. Most of the samples should lie
inside three sigma (307) range. This simulation shows the
normal distribution curve and histogram representation of
the samples with in 30 range. This gives a clear idea of the
samples where they are lying during the simulation. All the
results based on this simulation are shown in the table III.
Fig.36, 37, 38, 39 represents the simulation of Monte Carlo
for 6T cell for its parameters.

| ] A‘vgdwam!qllnwcr Number = 2000
| | Mean = 127.885n
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Figure 36. Monte Carlo of 6T Cell for average dynamic power
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Figure 37. Monte Carlo of 6T Cell for static power
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Figure 38. Monte Carlo of 6T Cell for rise time

- Falime |

Number = 2000
Mean = 53.1313p
‘Std Dev = 4:48135p

No. of Samples
=
8
=3

| Pl moan Lt it Il el e | I B e G U e ||t L e s e |
38.0 42.0 46.0 50.0 54.0 58.0 62.0 66.0 70.0 74.0 780 820840
Values (p)

Figure 39. Monte Carlo of 6T Cell for fall time

Fig.40, 41, 42, 43 represents the simulation of Monte
Carlo for 7T memory cell for its parameters.
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Figure 40. Monte Carlo of 7T Cell for average dynamic power
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Figure 41. Monte Carlo of 7T Cell for static power
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Figure 42. Monte Carlo of 7T Cell for rise time
Ty A Number = 2000
| Mean = 106.024p
600 StdDev = B.09549p
g 5000 :
=
E 4000
@
5 3000
£ 200
1000
0.0
80.0 2.0 1000 1100 1200 1300 1400 1500 160.0
Values (p)

Figure 43. Monte Carlo of 7T Cell for fall time
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Fig.44, 45, 46, 47 represents the simulation of Monte
Carlo for 8T memory cell for its parameters.
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Figure 44. Monte Carlo of 8T Cell for average dynamic power
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Figure 45. Monte Carlo of 8T Cell for static power
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Figure 46. Monte Carlo of 8T SRAM Cell for rise time
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Figure 47. Monte Carlo of 8T Cell for fall time

Fig.48, 49, 50, 51 represents the simulation of Monte
Carlo for 9T memory cell for its parameters.
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Figure 48. Monte Carlo of 9T Cell for average dynamic power
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Figure 49. Monte Carlo of 9T Cell for static power
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Figure 50. Monte Carlo of 9T Cell for rise time
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Figure 51. Monte carlo of 9T Cell for fall time

Fig.52, 53, 54, 55 represents the simulation of Monte
Carlo for 10T memory cell for its parameters.
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Figure 52. Monte Carlo of 10T Cell for average dynamic power
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TABLE III. MONTE CARLO ANALYSIS WITH 2000 SAMPLES FOR DIFFERENT SRAM CELL

Parameters 6T 7T 8T oT 10T
M) (o) M) (o) M) (o) M) (o) M) (o)
Avg.Dynamic Power(W) 127.89n  42.775n  196.36n  9.94n  9.04u 961.65n 10.83u 880.10n 159.0ln  16.73n
Static Power(W) 1.54u  313.48n  1.16p  24397n 129 271.37n  1.17u  246.13n 117y  2434In
Rise Time(ps) 53.13 4.48 106.02 8.10 68.81  5.028 62.33 5.66 62.61 6.02
Fall Time(ps) 53.13 4.48 106.02 8.10 68.81  5.028 62.33 5.66 62.61 6.02

TABLE IV. PARAMETERS DEVIATION FROM MEAN IN MONTE CARLO SIMULATIONS

Parameters 6T 7T 8T 9T 10T
M-30c M-30 M-30 M-30c M-3o0
Avg. Dynamic Power(nW) -0.36 166.54 6155.05 8189.7 108.82
Static Power(uW) 0.60 0.43 0.48 0.43 0.44
Rise Time(ps) 39.69 81.72 53.726  45.35 44.55
Fall Time(ps) 39.69 81.72 53.726  45.35 44.55
ss0p y I Mymbeo 2000, and standard deviation for all the parameters; it has less
g 000 et iy standard deviation from its mean value.
E 3000
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Figure 54. Monte Carlo of 10T Cell for rise time

Table III shows the Monte Carlo analysis for 6T, 7T,
8T, 9T and 10T cells with respect to average dynamic
power, static power, rise time and fall time. This simulation
is carried out using 2000 samples for SRAM cells using
three sigma method. It gives the value of mean(M) and
standard deviation(o-) with respect to their parameter. Table
IV shows the standard deviation from the mean for SRAM
cells. Here M-3(o) value is calculated for SRAM cells.
There is a negative sign in 6T SRAM cell during Monte
Carlo analysis for average dynamic power. It shows that
the deviation in average dynamic power from its mean is
more. Remaining all simulation for all SRAM cells have
positive sign. It shows that there is deviation in parameters
which are not very far from its mean value.

So, after analysis of all the parameters, it is observed that
10T SRAM design has best performance. It has low total
power of dissipation because of its low static and dynamic
powers. This design has positive difference between mean

6. CONCLUSION

In this paper 6T, 7T, 8T, 9T and 10T cells of SRAM
are implemented using CMOS 45nm Technology. Finger
method is used to create the layout of these SRAM cells.
This method helps in decreasing the surface area of the
device and reducing the parasitic in layout design. After
the comparison of parameters in respect of their RSNM,
HSNM, average write delay, total power dissipation, width,
height and surface area, rise time and fall time, it is
inspected that 10T cell has 1.29uW total power dissipation
which is least among SRAM cells. It has 0.42V of static
noise margin for both read and hold process. There is a
symmetry in both the square of butterfly curve during read
and hold mode. The data retention during read operation
in 10T cell is found maximum as compare to other SRAM
cells. Average write delay of 10T SRAM cell is 74.94ns
which is also comparatively better than other SRAM cells
except 6T cell. 6T cell has 72.77ns of average write delay
which is little less than 10T Cell. 7T cell has minimum
0.07V of RSNM which is very less to retain data in
read mode. For clear view of RSNM, corner simulation
is performed. From the simulation of different process
variations, it is clear that 10T SRAM cell is best among
other cells and 7T SRAM cell is the worst RSNM. Monte
Carlo simulation is carried out using 2000 samples to
find the deviation in parameters with their mean value. In
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this simulation, 10T SRAM cell has better performance.
Parameters used in Monte Carlo simulations are average
dynamic power, static power, rise time and fall time. 8T
SRAM cell has less surface area which is 8.07wm? but it has
total power dissipation greater than 10T SRAM cell. SRAM
is implemented using 4x4 array of 6T SRAM cell which has
a surface area of 606.84p,m2 . 6T, 8T and 9T SRAM cells
are compared with [16] in respect to their RSNM and write
delay. RSNM in this work is better than [16] with the price
of write delay. CNTFET based 10T SRAM cell is simulated
which has less power dissipation which is 22.48nW at 0.3V
of supply voltage.
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