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Abstract: Sentiment Analysis (SA) or Opinion Mining can help in identifying subjective information conveyed by user 

reviews for various automation tasks such as building better recommendation systems, identifying user trends, 

monitoring, and customer support. This paper focuses on sentiment score detection. Traditional SA algorithms suffer 

from low accuracies in identifying true user intents. However, with the advent of Deep Learning many NLP (Natural 

Language Processing) tasks including Sentiment Analysis have become feasible with accuracies comparable to that of 

human experts. An additional advantage of Deep Learning in contrast to supervised learning is that in deep learning a 

manually tuned feature set is not required. Deep Learning algorithm such as Convolution Neural Networks (CNN), 

Long Short Term Memory (LSTM), Recurrent Neural Networks (RNN)and various other have successfully been 

applied to SA. RNN, in particular, is well suited for this task, however, most of the works done over RNNs require large 

supervised training sets which are usually not available for all domains. This work proposes a new method called 

RNNCore which can make use of the pre-trained word embeddings from Stanford Core NLP in conjunction with RNN 

to improve accuracy and reduce computation cost. Comparison between the results of RNNCore, RNN, and 

OneRmethod on the IMDB review dataset suggests that RNNCore yields 92.60%F1-measure which is a marked 

improvement of 17.74% as compared with a simple RNN approach for Sentiment Analysis. 

Keywords: Deep learning, Sentiment Analysis, Natural Language Processing, Recurrent Neural Networks. 

1. INTRODUCTION 

With the great progression of social media, user reviews 

are constantly generated from all over the internet every 

second which are easily accessible for further analysis. 

Increasingly companies have been trying to use this 

information to evaluate client satisfaction, preferences 

and provide users with recommendations [1][2]. As a 

consequence, there is a need to build computational 

models to analyze these data. These models are needed to 

detect the user opinions concerning products or services 

under consideration. The Online user can provide readily 

available textual information which can be used for 

various NLP tasks [3], sentiment analysis being one of 

them. This information is usually subjective expressions 

that describe the reviewer’s feelings toward given 

products and services. The user provides a claim about 

the products and services associated and often associates 

a sentiment, which can be ‘positive’ or ‘negative’ or even 

neutral toward the topic; Sentiment always involves the 

user's desires and intents. The Goal of the Sentiment 

analysis task is to deal with the computational 

understanding of the provided reviews using textual 

analysis. It tries to determine the mindset of a user 

towards certain products and services. The user's mindset 

can reflect his state of mind and the intended emotional 

communication requirements. The SA (Sentiment 

analysis) can be used for identifying critical beliefs of the 

user about products or services by mining online user 

reviews. Also, it can be applied in tracking the shifting 

attitudes and interest [4][5]of the user toward products, 

services, public topics, etc through mining reviews which 

is also quite useful. This extracted information can then 

be used to notify other customers about their emotional 

attitude (positive or negative) towards the product. 

Tracking user trends of product reviews is also gathering 

research support, as the track record can be utilized for 

the changing consumer preferences. The detection of 
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“flames” [6], Sentiment classification will also benefit 

too heated or aggressive language in e-mails or on social 

networking platforms. Monitoring newsgroups and 

forums, where quick and automatic flaming detection is 

required, will likewise see significant gains. Sentiment 

analysis can also aid the creation of new types of search 

engines and recommendation systems, as these systems 

should not propose something that has received 

unfavorable feedback. However, ambiguity [7] is one of 

the most serious issues in the field of Computational 

Linguistics. This difficulty can only be solved if 

computational systems have some type of world 

knowledge or at the very least a rudimentary dictionary 

or any artificial intelligence-based decision support 

becomes possible. The Semantic ambiguity present in the 

user reviews is very strongly related to vagueness, and 

can never have well-defined meanings in all senses. 

Another problem is inference [8] i.e. the process to find 

and identify implicit relations. SA becomes even more 

complicated when its task also is to identify neutral 

sentiments. The additional problem of SA is the 

availability of large datasets, large supervised training 

sets which are usually not available for all domains. This 

work tries to improve on the SA task by reducing the 

ambiguity using a pre-trained lexicon i.e. the Stanford 

CoreNLP [9] and inference by using an efficient deep 

learning architecture of RNN [10] on the IMDB review 

dataset [11]. Most existing deep learning algorithms need 

manually labeled data sources for the training of the 

algorithm, this data is required to ascertain that the 

algorithm can deliver good accuracy. Thus a huge 

text/review corpus is needed for training of the deep 

learning algorithm for human-like prediction of the input 

reviews. However, collection and then manually labeling 

such large-corpus requires a lot of resources in terms of 

time and cost as well. Also, all deep learning models 

require a very large no. of parameters or the weight 

adjustments of the underlying neural network layers [12], 

the time complexity of these models is quite high. 

Furthermore, deep learning algorithms require very high-

end hardware, multiple GPUs, a CPU, and large RAM. 

Initializing the neural networks using already trained 

word vectors taken from a supervised language model 

can be a good method for improving the existing neural 

networks such as RNNs performance when a large corpus 

is unavailable. Hence, this work uses the pre-trained 

word embeddings from Stanford CoreNLP in conjunction 

with RNN. This method can capture both the semantic 

and syntactic information from the user reviews, this 

information is very important for the generalization of the 

sentiment analysis task. Simply put: RNN requires 

structured information about the language, which is 

difficult to get from the raw data. This work combined 

the RNN with the Word embedding model from 

CoreNLP to get better results faster. 

The motivation of the work comes from the need for 

linguistic resources, such as lexicons, are required to 

accomplish the sentiment analysis goal. The word 

sentiment polarity can be determined using a variety of 

lexicons. SentiWordNet is the most impressive of these. 

These lexicons, however, have several drawbacks. 

SentiWordNet, for instance, these lexicons assigns 

sentiment to words rather than real-world concepts, 

making it very difficult to identify and score different 

meanings of the same word in the lexicon. In addition, 

there is uncertainty, making it difficult to determine 

which is more suited in each scenario. Even while basic 

sentiment annotation is sufficient for some applications, 

further learning based on words is required for efficient 

emotion analysis. When examining consumer perceptions 

of a product, also from a customer point of view he wants 

to know more about the customer service. In this 

situation, it is important to understand the emotional 

meaning of the sentences that make up the review 

collectively not just words. To this end, lexicon-based 

training is needed over the reviews. To overcome such 

limitations, we propose usage of pre-trained lexicon with 

sequence learning neural networks which are RNNs to 

further improve on the simple lexicon-based sentiment 

analysis. 

Contributions of the work are as follows 

1. Utilization of existing pre-trained word

embedding to increase the efficiency of the

sentiment analysis, for this end the work makes

use of the Stanford Core NLP pipeline [42].

2. Development of an efficient RNN based

sequence classifier, where the sequences of

input words are used for training instead of a

single word.

In addition to this general introduction and motivation, 

this present paper is organized into five sections. Section 

1 provides the Introduction to Sentiment Analysis 

problem. Section 2 gives a detailed Literature Survey of 

Sentiment Analysis methods which includes the current 

knowledge of Sentiment Analysis. Section 3 focuses on 

the proposed methodology of the RNNCore method for 

sentiment analysis. The result of the proposed RNNCore 

algorithm is discussed in Section 4. Based on the results 

of experimentation and its analysis, concrete conclusions 

have been derived in these results, and analysis is shown 

in section 5. 

2. RELATED WORK

The most basic method of sentiment classification is to 
employ a thesaurus [13] that has information about which 
words and phrases are good but which are negative. This 
thesaurus can be individually compiled or automatically 
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obtained. Annotating corpus is normally done manually, 
and subsequently, methods are used to discover 
sentiments about new batches of words or phrases using 
enormous collections of data. Instead of relying on the 
polarity of words, other techniques can focus on mining 
phrases or entire reviews. In Lexicon Based approaches 
[14][15][16] the lexicon-based method employs a 
sentiment thesaurus comprised of opinion terms. By 
comparing these terms to the remainder of the data, the 
polarity is established. To comprehend how a sentiment 
value or score is allocated to input text using neutral, 
negative, and positive terms from the thesaurus. The 
lexicon-based systems employ a language model, which is 
a collection of recognized and pre-compiled collection of 
sentiment terms and concepts. The Lexicon-Based 
methods are divided into two subcategories: Dictionary-
Based and Corpus-Based. The words that are routinely 
gathered and then manually annotated are used [17][18]. 
The number of synonyms for a given term in the 
dictionary is steadily increasing. WordNet [19] is just an 
illustration of a lexicon that may be used to create a 
lexicon corpus called SentiWordNet [20]. However, these 
approaches cannot handle subject-specific (domain) and 
context-based texts, which is their biggest flaw. The 
corpus-based method [21][22] provides a dictionary 
relevant to a certain domain. These dictionaries generate a 
collection of initial judgment phrases based on the search 
for appropriate words utilizing quantitative or linguistic 
methodologies. Latent Semantic Analysis (LSA) [23] and 
similar methods are based on semantics using statistics 
[24].The more recent classification based techniques uses 
training and testing of text. Generate a training set by 
hand and categorize it as neutral positive, or negative. 
After that, a test is run upon the test data to ensure that the 
method is reliable. The fresh reviews may then be 
classified using this approach. The most extensively 
employed machine learning algorithms for sentiment 
categorization are Naive Bayes (NB) [25], Maximum 
Entropy (ME) [26], and Support Vector Machines (SVM) 
[27][28]. Although providing a collection of labelled 
reviews to train the classifier is implausible, semi-
supervised and unsupervised algorithms are meant to 
work around this. Also different kinds of ensemble 
classifiers [29][30] are also being developed for sentiment 
analysis. For performing features selection voting rule is 
used, it is to create an ensemble classifier depending upon 
the output of larger parts of classifiers, their classification 
is done.  Ensemble classifiers, on the other hand, are not 
necessarily superior. New observations can cause the 
ensemble classifiers to get confused. Ensembles, in other 
words, cannot compensate for unknown disparities 
between the samples and the newer inputs. 

With the advent of deep learning many NLP tasks 
including sentiment analysis have become feasible with 
accuracies comparable to that of human experts. 
Likewise, the advantage of deep learning in contrast to the 
supervised learning approach need manually tuned 

features. Deep learning methods such as Convolution 
Neural Networks (CNN) [31][32], Recurrent Neural 
Networks (RNN) [33][34][35], Long Short Term Memory 
(LSTM) [36] and various other have successfully been 
applied to SA.  

Figure 1: Overall workflow of the proposed sentiment analysis method. 

3. METHODOLOGY

The RNNCore method consists of various parts from 
data processing to the RNN based classification, the 
Overall workflow of the proposed sentiment analysis 
method is described in Figure 1 and explained later in this 
section. Also, the proposed RNN architecture as in figure 
2 is trained over words embedding, which are numeric 
representations of the text. The RNN does not require 
manual selected features, it can identify its own set of 
features from the word embedding. Also RNN can utilize 
pre trained word embedding, which are provided by 
CoreNLP [37]. Thus the proposed RNN can take input 
corpora and word embedding (pre-trained) as inputs to 
generate a sentiment score as shown in Figure 2 below. 
RNN is trained to generate a sentiment score in the range 
of (1-5) instead of polarity (-1, 1). This is done to 
generalize the RNN output so that it can be used in other 
applications such as recommendation systems as input.  

   Figure 2: Using word embeddings for Sentiment analysis in RNNCore 

Recurrent networks take into account not only the present 

input but also what they have seen in the past. There is an 

input layer, a hidden layer containing activations, and an 

output layer in the generalized architecture of a neural 

network illustrated in Figure 2. It is possible to expand 

the number of layers in an RNN by having one input 
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layer take input from another, i.e., after receiving 

information from the input layer, the first hidden layer 

activates the next hidden layer, and so on. Finally, the 

information arrives at the output layer, which generates 

the result (sentiment score). The weights of each hidden 

layer in RNN are trained separately in each epoch of 

training when varying lengths of reviews arrive at the 

input layer to generate sentiment scores at the output 

layer. Before sentiment analysis is done using the RNN, 

pre-processing is one of the vital methods to get efficient 

results. Following steps are followed in pre-processing 

stages 

3.1 Data preprocessing  

There is a certain amount of irrelevant data available 
within the data which is collected from the user reviews. 
All arbitrary characters (such as special characters) or 
unreadable information is filtered out from the reviews. 
An NLP pipeline is applied for the removal of this useless 
data. All kind of grammatical associations which can exist 
in between the reviews is outputted by the NLP pipeline. 
The reviews that contain meaningful information are 
recognized using this pipeline. The outcomes aren't aided 
through facilitating filtering. Nouns, adjectives, and verbs 
are also discovered using this NLP pipeline. The NLP 
pipeline after preprocessing has further tasks as described 
as following: 

3.1.1 Vectorization 

The data has been changed to vector form by using the 
TF-IDF [38] function and find out the unique words from 
all the reviews which have been provided as input. It 
provides a single text file containing all the data needed 
for the tweet classification. Vector space model is the 
most widely used method in tweet representation. 
Vectorization model uses feature entries with associated 
weights for expressing the review information. To 
represent document object vector space model have been 
introduced. Vector 𝑑 =  𝑤1, 𝑤2, 𝑤3, … 𝑤𝑚 means that 
there view words and its weight in reviewed, the number 
of all word vectors. 𝑤𝑖  (𝑖 = 1 … 𝑚)  is the weight of the 
entry i in review d. The review vector set is the pattern or 
data object of the review clustering. 

3.1.2 Part-of speech Tagging (POS) 

Part-of-speech (PoS) tagging lets the system identify 
that what Part-of-speech each word in the text belongs to; 
it may be out of following noun, pronoun, adjective, verb, 
and interjection and so on. The purpose of PoS tagger is to 
uncover patterns in reviews using relative frequency 
assessment of the current segment of review. 

3.1.3 Stemming and lemmatization 

The process of stemming usually involves words with 
their roots also known as word stems. As the stem-related 
words for example "speak," "speaker," and "speaking" are 
rooted in one single word, "read". The bag of word 
dimensionality however is decreased. While using 
stemming, nevertheless, care must be exercised because it 
may exacerbate prejudice. Whenever the words 
"experiment" and "experience" are combined into one 
word, the skewed impact of stemming is visible. 

3.1.4 Stops-Word removal 

Prepositions, articles, and other words that serve as 
connectors in a sentence are examples of stop words. 
While there is no definitive list of stop words, several 
search engines employ several of the most popular, short 
word forms, like "the," "is," "at," "which," and "on." 
These words can be eliminated from the review before 
categorization since they appear often in the review and 
have not much effect on the sentence's final emotion. 

3.1.5 Tokenization into N-grams 

Tokenization is the technique of extracting a 
collection of words from the reviews. Words as well as 
other items are separated from the input string. 
Whitespace is a typical divider for recognizing separate 
words. Because user review data comprises multiple 
emoticons, URL links, and acronyms that can be easily 
distinguished as full entities, tokenization of social media 
data is far more challenging than tokenization of normal 
text. Combining adjacent words into phrases or n-grams, 
which can be unigrams, bigrams, trigrams, and so on, is 
standard procedure. 

3.2 RNN Based Classification 

The unique aspect of Sentiment analysis and related data 

is its temporal aspect associated with it. Each word in a 

sentence depends greatly on what came before and what 

comes after it. In order to account for this dependency, 

we need to use a sequence processing neural network. 

Recurrent Neural Networks in particular are well suited 

for this task. RNN are the feed-forward neural networks 

rolled out over time as such they deal with sequence data 

where the input has some defined ordering which gives 

rise to several kinds of architectures [39]. One of which 

is, vector to sequence models- these neural nets take in a 

fixed size vector as input and outputs a sequence of any 

length in image captioning like the image’s vector 

representation can be input and its output sequence is a 

sentence that explains the image. Now Sequence to 

vector model- is the second type of neural network in 

which neural nets take a sequence as input and spits out a 

fixed-length vector. As in sentiment analysis, the film 
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evaluation is considered as an input and the output is a 

fixed size vector representing how good or bad this 

person thought the movie was. The next and third one, 

sequence to sequence models- it is the more famous 

model among all and these neural networks take input as 

a sequence and outputs another sequence. Thus Applied 

to Sentiment Analysis the input could be a sentence user 

query and the output can be the agent response.  

 

4. RESULTS AND ANALYSIS 

The implementation of the RNNCore is done using 
MATLAB 2019a[42], the CoreNLP [43] is used for pre-
trained lexicon provider, for the Analysis of the proposed 
RNNCore method IMDB review dataset [11] is utilized 
containing 50,000 reviews with equal polarities. The 
IMDB review dataset is in the area of movie reviews 
which is ideal for testing as there are enormous online 
sources of such user reviews, typically with metadata that 
offers easily extractable class labels, i.e. polarity (positive 
or negative). It is crucial to note that our approaches are 
not domain-specific and therefore can be easily 
transferable to other domains if adequate training data is 
available. Furthermore, movie reviews were shown to be 
more challenging to categorize than some other product 
reviews, with movie reviews being simpler to categorize 
than book and user reviews. For the analysis of the 
RNNCore, the dataset was divided into three sizes, 10,000 
reviews (10K), 20,000 reviews (20K), and 50,000 reviews 
(50K) randomly. These sub-datasets were further 
evaluated against OneR Classifier, Simple RNN without 
word embedding, and the proposed RNNCore, RNN with 
pre-trained word embedding. The OneRClassifier [40] 
simply assigns the most frequent (i.e. the class with a 
maximum no of instances) class to the instance without 
any learning. The OneR acts as a minimum baseline for 
the classifiers. The simple RNN based classifier uses a 
weighted sum of output vector for estimating the 
sentiment. 

4.1 Validation Accuracy 

During the training, validation is done simultaneously 
to estimate the validation accuracy using loss per epoch 
(iteration). Mean Squared Error loss function is used to 
optimize a machine learning algorithm. This Validation 
Accuracy can be used to compare the models on various 
subsets of the datasets.  

        

 

Figure 3: K-fold cross validation results for the proposed RNNCore for 

the values of K. 

 

Cross-validation is used to validate the RNNCore 
model's generalization capabilities and also to avoid over-
fitting. The RNNCore method is tested using K-fold 
cross-validation, with K values ranging from 3 to 15. 
Figure 3 shows the comparable findings. From Figure 3 it 
can be seen that the highest performance of RNNCore is 
attained when K is approaching 10.  

 

Figure 4: Validation accuracy of the OneR, RNN and RNNCore 

classifiers 

As we can see from the results in figure 4, that the 

RNNCore outperforms both baselines in all three subsets 

of the datasets (10K, 20K, and 50K). RNNCore works 

well for all the subsets providing 86.80%, 91.80%, and 

93.70% validation accuracy respectively which is higher 

than both OneR (56.10%, 52.07%, and 50.00%) and 

Simple RNN (73.10%, 71.10%, and 74.90%). On 

Average RNNCore provides 90.77% accuracy compared 

to 52.67% by OneR and 73.03% by RNN. RNNCore is 

38.1% better than OneR and 17.74% better than RNN 

implementations. 
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Figure 5: Precision, Recall and F1-Score of the RNNCore classifier 

with 10K, 20K and 50K instances 

Experiments were further done to estimate the Precision, 

Recall and F1-Score [41] of the RNNcore algorithm as in 

Figure 5. In all the metrics (Precision, Recall, and F1-

Score) RNNCore performed certainly well providing on 

average 96.07% Precision, 94.10% Recall, and 92.60% 

F1-Score on all three datasets.  

4.2 Computation Cost Analysis 

In terms of Computation Cost, RNNCore outperforms the 

simple RNN with twice as much efficiency. Table 1 

shows the comparison between the RNN and RNNCore 

over the epochs used for training over the IMDB dataset. 

From 10 epochs to 100 epochs RNNCore works very 

well against the RNN implementation on average the 

RNN used around 19.5 minutes to train whereas the 

RNNCore took around 10.46 minutes, making RNN 

46.5% slower than the RNNCore implementation. 

 

The chart of data as in Table 1 is used to show the 

difference in performance and the shape of the curves. 

The shape of the curves for both RNN and RNNCore are 

not exponential as seen in Figure 6 and are reaching 

towards a peak, which is important because it shows that 

the algorithms take lesser amount of time as they achieve 

good accuracy. RNNCore however does this faster than 

the RNN implementation. 

 
Table 1: Comparison of RNN and RNNCore sentiment analysis 

algorithms in terms of Computation Cost (minutes) 

EPOCHS RNN RNN CORE 

10 10.02447 3.6168 

20 12.27535 6.1665 

30 15.39875 7.8672 

40 18.77193 10.3005 

50 20.64936 11.346 

60 22.02725 12.4299 

70 23.09473 12.8586 

80 23.78683 12.3231 

90 24.10644 13.2915 

100 25.3592 14.4135 

Mean 19.54943 10.46136 

 

 

Figure 6: Computation Cost of RNN and RNNCore sentiment analysis 

algorithms 

5. CONCLUSION 

In this paper, an improved RNN based sentiment 
analysis method (RNNCore) was developed which 
utilized word embedding (pre-trained) to increase the 
efficiency of the traditional RNN network. This paper is 
focused on a novel method that can make use of such 
word embedding from Stanford Core NLP in conjunction 
with RNN to improve accuracy and reduce computation 
cost. The RNNCore is applied to achieve better sentiment 
analysis and finds sentiment cues more accurately than the 
conventional RNN up to 17% more. For upcoming 
development, we would like to incorporate RNNCore for 
aiding the recommendation models, especially cross-
domain recommendation systems (CDRS). The movie 
review information can be used to fill the sparse cross-
domain recommendation matrix for increasing the 
efficiency of the traditional CDRS. 
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