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Abstract: Gender classification using human face data becomes a trending topic for researchers in the field of image processing and
computer vision. The human face is biometric information that can be used to differentiate gender using a computer-aided system.
Previous research utilised a local feature algorithm for extracting features on the face. However, the processing speed for one image
was more than 2 seconds, making it unsuitable for real-time processing using video data. Processing video data requires a fast feature
extraction algorithm because video data collects sequential images (frames). Moreover, the gender classification system’s success is
also measured by its accuracy, consequently it is necessary to choose the correct classification method to divide the two classes of men
and women. In this research, we propose the FaceNet algorithm for feature extraction and explore several supervised machine learning
methods (KNN, SVM, and Decision tree) appropriate for gender classification on video data. This study used 23,000 training data on
each gender. From the experiment, combination of the FaceNet algorithm and KNN method resulted in the best accuracy of 95.75%
with a processing speed of 0.059 seconds on each frame.
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1. INTRODUCTION
Biometric is a technique that studies physical or human

behaviour, often used as an input for pattern recognition [1].
Biometric is biological data that humans have since birth.
People can use biological data to provide information about
an individual’s identity based on physical characteristics
that distinguish individuals from one another [2]. The
human face is an example of biometric data that is
unique to each person [3]. The human face contains
much information, including face shape, skin colour, eye
shape, nose shape, mouth shape, and several additional
attributes such as beard, moustache, hair, and eyebrows.
This biometric information can be processed to obtain more
information about a person.

Biometric data processing of face images can be used
to determine a person’s gender. In general, women’s faces
are more symmetrical than men’s faces. The female face
shape is also rounded and more petite. The male face’s
prominent characteristics are a wider mouth, a long upper
lip, a larger nose, and a more pronounced lower forehead
[4]. The human eye can recognise and distinguish these

characteristics, but they cannot keep on it for specific needs.
Therefore, we need the help of a computerised system to
observe gender recognition with a particular purpose. Some
of the uses of gender classification applications [5] include
security system monitoring [6][7], marketing strategies in
shopping centre [8][9], surveillance for advertising targets
[10], and human-computer interaction applications [11][12].
The fields of science that process biometric data of face
[13][14][15] are usually image processing and computer
vision.

The main stage of computer vision that affects
processing time and accuracy in gender classification is
feature extraction and classification techniques. One of the
feature extraction algorithms is using the local feature of
the SURF algorithm [16]. This local feature algorithm
has a disadvantage in applications that run in real-time
processing like video data. The processing time for gender
classification takes more than 2 seconds. These results make
the system unable to run in real-time on the video data. This
study proposes a feature extraction method for video data
processing in the system of gender classification.
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One of the feature extraction methods is using transfer
learning techniques, namely using a pre-trained model [17].
The pre-trained architectural FaceNet model identifies one’s
facial identity for employee attendance [18] and class
attendance [19] which results in accuracy above 95%. The
FaceNet can be used for real-time video data processing in
face recognition cases [20]. The database used for real-time
processing is 500 images with a resolution of 160 x 160.
The testing result that uses a 640 x 480 resolution camera
can run 19 frames per second (fps), which shows that the
FaceNet algorithm is capable of running in real-time data.
Our proposed research will use a database of 23,000 to
test the accuracy and speed of real-time processing. Then,
the stage after feature extraction is a classification based
on gender features. The gender classification is male and
female, so there are only two classes. Machine learning
techniques known for their class use a supervised learning
method [21][22]. The use of the FaceNet pre-trained model
and several supervised learning classification methods was
applied in this study. We study the KNN, Decision Tree,
and SVM supervised learning methods to find the optimal
accuracy and processing time for classifying human gender.
Our hope from this research is that researchers and
application developers can use appropriate processing video
data methods for gender detection.

2. MATERIALS AND METHODS
The gender classification system starts by inputting a

face dataset used as facial training data based on gender.
This face dataset has been labelled according to human
gender, namely male and female. Next, the face input is
done in the pre-processing stage, namely converting the
image to RGB colour and resizing the face image size.
The pre-processing data is stored in an array, which feature
extraction will be done using the FaceNet pre-trained model
algorithm. The result of feature extraction is used for model
building with some supervised learning methods. In this
study, the KNN, SVM, and decision tree methods will
be studied for optimal accuracy and speed. The gender
classification system’s architecture is visualized in Fig 1.

In the video data testing stage, the input of video data
is extracted into video frames. Face detection is performed
in the video frame as part of the gender classification
process using facial biometric data. The detected face is
pre-processed by resizing the face image size. The face
image data are stored in an array for feature extraction
using the FaceNet pre-trained model algorithm. The result
of feature extraction is predicted using a gender model.
The prediction results are in the form of the male or
female gender. In the feature matching (prediction) stage,
the processing time for one face data will be recorded.

Figure 1. The architecture of gender classification system
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A. Gender Classification Dataset
This paper uses a face dataset from the gender

classification dataset that was cropped and saved to the male
and female directory [23]. The dataset mostly takes from the
IMDB dataset. In this study, each gender (male or female)
used 23,000 face data for the training process. Then, using
5,500 different data for the validation. The face image data
that used have been cropped for focusing on the face. Fig.
2 shows an example of a gender classification dataset.

Figure 2. The example of Gender Classification dataset

B. Pre-Processing
The pre-processing stage is done on the face image

before it is processed to the feature extraction stage. In
this study, the gender classification dataset was converted
to RGB colour and resized to a 160x160 resolution. This
resizing adapts with a pre-trained FaceNet model that has
been trained with 160x160 of face image resolution. In
the video data testing, face images are also resized to a
resolution of 160x160 before being processed to the feature
extraction stage.

C. Feature Extraction
Feature extraction in this study uses the FaceNet

pre-trained model algorithm, a model that has been
trained by Google team researchers using deep learning
Convolutional Neural Network (CNN). The FaceNet is
typically used for face recognition, verification, and
classification for certain purpose. It maps each face image
into a euclidean space called embedding so that the space
distances can be calculated the similarity of the face.
Embedding is a process to obtain a level of similarity and
difference of face images. If the face image has a similarity,
it will get closer, and vice versa [24]. Fig. 3 illustrates the
FaceNet model’s structure.

Figure 3. The structure of the FaceNet model [24]

The face image will be inputted into a deep learning
architecture. Then, it will be normalised to L2. The result of
this process is a feature of the face called embedding, which
is followed by training using Triplet Loss [24]. Using the
Triplet Loss function, Fig. 4 illustrates the feature extraction
process for the FaceNet pre-trained model.

The Triplet Loss will minimise the distance between
an anchor and a positive that makes a similar face image
closer and maximises the distance between an anchor and a
negative that makes different face images farther away [24].
This research uses the FaceNet that uses RGB images of
size 160x160 with three channels of colour, and produces
a face embedding vector with 128 dimensions.

Figure 4. The Triplet Loss [24]

D. Classificaion
The classification stage is also essential in resulting in

optimal accuracy and speed of time processing. In this
study, three supervised learning methods will be studied:
K-Nearest Neighbour (KNN), Support Vector Machine
(SVM), and Decision Tree.

1) K-Nearest Neighbour (KNN)
The KNN method is an efficient lazy learning algorithm

that requires labelled training data [25]. KNN compares
the training data with the test data, where the training data
are described in several attributes that are totalling n [26].
Each training data represents a point in n-dimensional space
(vector of size n). The classification of new data is done
by calculating the new data’s similarity or closeness to all
training data. Fig. 5 shows an illustration of the K-Nearest
Neighbour method.

Figure 5. K-Nearest Neighbour illustration
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The level of similarity can be calculated using several
methods, Euclidean Distance or Manhattan Distance. The
Euclidean Distance is the distance between two locations on
a straight line using the Pythagorean theorem [27]. Equation
(1) shows the formula for Euclidean Distance. A distance
of two vectors of size n, for example, X = (X1, X2, . . . , Xn)
and Y = (Y1,Y2, . . . ,Yn).

dist(X,Y) =

√∑n

i=1
(Xi − Yi)2 (1)

The Manhattan distance between two points, X and Y, in
d-space dimensions is defined in equation (2).

dist(X,Y) =
∑d

k=1
|X j − Y j| (2)

This study will examine several K values to calculate the
nearest neighbour, namely 1,3,5,7, and 9. This research
will test each K value on the distance algorithm, namely
Euclidean Distance and Manhattan Distance.

2) Support Vector Machine (SVM)
SVM is a supervised learning technique that is

frequently used for classification. SVM creates a hyperplane
in high dimensional space [28]. SVM will find good
separation achieved by the most considerable distance of
hyperplane to the nearest training data points of two gender
classes (male and female). Margin is the distance between
the hyperplane and the closest point of the male and female
class called Support Vector Machine [29]. Fig. 6 illustrates
the SVM technique.

Figure 6. Support Vector Machine illustration

Data are represented as x⃗i ∈ ℜ
d while the respective

labels are represented as yi ∈ {−1,+1} for i = 1, 2, . . . , l,
where l is the numbers of data. It is assumed that both
classes −1 (female class) and +1 (male sample) can be
entirely separated by the hyperplane of dimension d, which
is defined by equation (3).

w⃗ · x⃗ + b = 0 (3)

Pattern x⃗i, which is included in female class can be defined
as a pattern that fulfils the inequality (4).

w⃗ · x⃗i + b ≤ −1 (4)

Meanwhile, the pattern xi which belongs to male class fulfils
the inequality (5).

w⃗ · x⃗i + b ≥ −1 (5)

The largest margin is obtained by maximising the distance
between the hyperplane and its nearest point, which is
1/∥w⃗∥. It can be defined as a Quadratic Programming (QP)
problem to determine the formula’s minimal point (6) and
taking into account the constraints of formula (7).

min
w⃗
τ(w) =

1
2
∥w⃗∥2 (6)

yi(x⃗i · w⃗ + b) − 1 ≥ 0, ∀i (7)

The SVM method has several approaches that are
commonly called the kernel. In this study, 3 SVM kernels
will be studied, namely the Radial Basis Function (RBF),
linear, and polynomial.

3) Decision Tree
The decision tree is a prediction method for classifying

data that resembled tree structure or hierarchical structure
[30]. Converting data into a decision tree and decision rules
is the main principle of a decision tree. The most significant
advantage of using a decision tree is that it simplifies
difficult decisions. This process makes decision-makers can
interpret better solutions to problems.

A decision tree generates a tree that contains both
decision and leaf nodes. The decision node of the tree
has two or more branches. The leaf node of the tree
represents the classification or assessment of a problem.
The tree’s root node corresponds to the best prediction
[31]. Our research uses the Classification and Regression
Trees (CART) algorithm. CART builds binary trees based
on the function and threshold that give each node the most
information gain [32]. In this research, the criterion of the
decision tree will be studied, namely Gini or Entropy. The
Gini impurity formula is shown in equation (8) [33].

GiniIndex = 1 −
∑

j
p2

j (8)

Where, p j is the probability of class j. When a dataset
is randomly labelled, the Gini impurity calculates the
probability that some variable will be mislabeled. The Gini
Index has a minimum value of 0. When the node is pure,
it implies that all node’s contained elements belong to the
same class. Then, the Entropy criterion is calculated with
equation (9) [33].

Entropy = −
∑

j
p j · log2 ·p j (9)

Where, p j is the probability of class j. Entropy is a measure
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of knowledge that shows how disordered the features are
concerning the target. The optimum split is determined by
the function with the least entropy, similar to the Gini Index.

E. Data Analysis
In this research, we discuss the accuracy of the training

and testing system using a Python programming language
library for predictive modelling, namely scikit-learn. One
of the measurement matrices is using accuracyscore. The
formula for calculating the mathematical accuracy is shown
in equation (10). The accuracy score function calculates the
accuracy of correct predictions as a fraction.

Accuracy(y, y′) =
1

nsamples

∑nsamples−1

i=0
1(y′i = yi) (10)

Where, y′i is the predicted value of the i-th sample and yi is
the actual value, then the fraction of true predictions over
nsamples.

After obtaining the model, we tested the face through
real-time video to get data on the accuracy and time required
to process one video frame. The formula for calculating
accuracy is shown in equation (11) [34].

Accuracy(y, y′) =
T P + T N

T P + T N + FP + FN
(11)

True Positive (TP) refers to the amount of positive data
that the system accepts as positive, True Negative (TN)
refers to the amount of negative data that the system accepts
as negative, False Positive (FP) refers to the amount of
negative data that the system accepts as positive, and False
negative (FN) refers to the amount of positive data that the

system accepts as negative.

3. EXPERIMENTAL RESULT AND ANALYSIS
In this research, some experiments were done on the

gender classification method. The classification method to
be tested uses the K-Nearest Neighbour, Support Vector
Machine, and Decision Tree methods. Then, testing is also
done on the speed of video data processing. The computer
specification and operating system are shown in Table 1.

TABLE I. COMPUTER CONFIGURATION
Criteria Configuration
Processor Intel Core i3-9100F CPU @ 3.60 GHz
Memory 8192 MB
Display Radeon RX550

Hard disk 500 GB
CCTV Camera 2.0 MP with ten fps

Operating System Windows 10 Pro 64-bit

A. Training Results
1) Learning using K-Nearest Neighbour

In the gender classification experiment using the KNN
method, the closest distance calculation uses the Manhattan
distance and the Euclidean distance. The closest distance
computation is performed to determine the number of
similarities based on the facial image features. Then, the
characteristics or features of the tested data are compared
with each original data. Fig. 7 shows the variation in the K
value and the distance of the KNN algorithm.

Figure 7. The results of variations in K values and the distance algorithm on the KNN method
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The value of K is the number of reference points to
be compared with the test point. At K = 1, the closest
distance to the test point value will be sought. For K values
that are more than 1, voting is done based on the majority
of the class. Therefore, the value of K is an odd number,
so that voting can be done based on the majority of its
existence in a class. In the experimental results in Fig. 7,
the training accuracy at K = 1 is 100% because the feature
image data are very close to each class so that the greater
of the K value causes a decrease in the system’s ability
to determine male or female classes. However, the best test
accuracy value in this experiment is at K = 7 0f 97.2%, and
the train accuracy value is 97.3% It is better than K = 1,
which is slightly overfitting. Therefore, in the experiment,
K = 7 with Euclidean distance will be used to test the video
data.

2) Learning Using Support Vector Machine
In the learning process using SVM, the input space’s

data are transformed into a feature space using a kernel
trick. The three kernels hold up an important role in gender
classification. Fig. 8 shows the comparison results of kernel
use in SVM.

Based on Fig. 8, the test accuracy’s best result uses
the polynomial kernel, which is 97.2%. This polynomial
kernel classification will be used for the testing of the
video data. The linear kernel accuracy result is below 85%
because the linear kernel draws a straight line to separate
the two classes (male and female). It contrasts with the
RBF kernel and polynomial, which is suitable for image
data where the image features are scattered.

Figure 8. The results of variations in kernels of SVM method

3) Learning using Decision Tree
The decision tree method concept helps select suitable

features for splitting the tree into subparts. The depth of
the tree will be less or more dependent on the decision tree
building’s fitness. Entropy criterion helps build a suitable
decision tree for selecting the best splitter. Then, the
criterion of gini impurity is also similar to the entropy
criterion in the decision tree. Fig. 9 shows the experimental
results of the depth and the criteria of the decision tree.

In general, the classification results using the decision
tree shown in Fig. 9, the decision tree criteria do not
significantly affect the accuracy results. The tree depth
is the most influence on train accuracy results. However,

the higher value of maximum depth causes overfitting,
namely train accuracy far higher than the test accuracy.
For example, at a depth of 15, the training accuracy value
is above 95% but the testing accuracy value is around
80%. The greater the depth value creates a larger gap in
the accuracy of training and testing. Therefore, using the
decision tree method for processing features on the image
is not quite right. Based on the results shown in Fig. 9, the
decision tree classification method with a depth of 5 and
gini criterion will be used for testing on video data because
the result is not overfitting and its accuracy is higher than
entropy criterion.
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Figure 9. The results of variations in depth and criterion on the Decision tree method

B. Testing on Video Data
Experiments on the video data use ten fps video data.

This dataset consists of data on men and women that have
not been cropped in their faces. The video resolution is Full
HD 1920 x 1080. Experiments are carried out on each of
the supervised learning methods (FaceNet + KNN, FaceNet
+ SVM, and FaceNet + Decision Tree) that produced the
best accuracy value. Fig. 10 shows the experimental results
of the combination of feature extraction algorithm and
classification methods.

Based on Fig. 10, the best classification method for
gender classification uses the KNN method. Video data
processing requires fast feature extraction in each video

frame. This research uses ten fps video data means every
1 second, there are ten frames. The FaceNet algorithm for
processing one video frame only takes 0.059 seconds for
classifying the data using the KNN method. This result is a
little bit longer than the SVM and decision tree algorithms
because the KNN compares the nearest neighbour’s testing
data in the 7 sample data. However, the experimental
accuracy of male and female video data gives the best
result of 95.75%. In this study’s classification methods, the
combination methods are faster than the previous study [16],
requiring more than 2 seconds to process a single image. It
proves that the FaceNet algorithm can be used as a feature
extraction for video data.

(a) (b)
Figure 10. The result of testing on video data, a) Accuracy b) Processing Time
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C. Discussion
The results of the gender classification using the

KNN method classifier, as shown in Fig. 7, found the
use of variations in the distance method (Euclidean and
Manhattan) has no significant effect on accuracy results.
Likewise, the use of criteria in the decision tree method
classifier, as shown in Fig. 9, between gini and entropy
also has no significant effect on the accuracy results. It is
different when using the SVM classifier, as shown in Fig. 8,
the use of kernel variations dramatically affects the accuracy
results. The optimal accuracy results use the KNN and SVM
classifiers. However, optimal results are obtained using the
KNN classifier because the classification process is looking
for the nearest neighbour. Unlike the SVM case, which is
separated using the kernel in each of its class regions, which
usually has an incorrect image feature in its class division.

The use of the FaceNet algorithm and the KNN
classification method provides optimal results for gender
classification. The feature extraction using the FaceNet
algorithm is 35 times faster than feature extraction in the
previous research [16]. Fig. 11 shows an example of the
results of gender classification on real-time video data. In
Figure 11d, the face covered by the mask can still be
detected correctly.

In this research, there is still a weakness in face
detection. The detected faces still have parts that are not
face as shown in Fig. 11. There is a background area
that is captured along with the face. Future research can
be modified on the face detection algorithms, so that face
detection only focuses on the face. If the focus is only on
the face, the accuracy of gender classification will likely
increase.

(a) (b) (c)

(d) (e) (f)
Figure 11. Example of gender classification results: a, c, d) male person, b, e) female person f) male and female person
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4. CONCLUSIONS AND FUTURE WORK
We introduce a gender classification system based on

human biometric data, that is faces. Speed is the main focus
of video data processing. The feature extraction algorithm
determines the speed of the system. Then the classification
method plays a role in achieving the best accuracy. In this
study, the combination of the FaceNet on feature extraction
algorithm and the KNN classification method results in an
accuracy of 95.75% with an average speed of 0.059 seconds
for processing on each frame.

This research provides an overview of methods for
processing real-time video data in cases of human gender
classification. For example, entrepreneurs who want to
know their customer segments can use the FaceNet method
with the KNN for gender classification. The researchers
can find out the development of gender classification using
several supervised machine learning methods. However, this
research still needs better future research. Our approach has
a weakness in face detection. The following study can be
modified on the face detection algorithm to only focus on
the face.
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