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Abstract: In recent years, the popularity of the synthetic aperture radar (SAR) imaging system is growing exponentially. The SAR
images are mainly used for the identification or classification of objects for various purposes. The classification of objects from SAR
images can be difficult due to the multiplicative noise present in the images and the high dimensionality. In this manuscript, a machine
learning based approach to classify images labeled with multiple classes has been proposed. Proposed approach first deals with speckling
the images using a multi-objective enhanced Fruit Fly optimization method. Next, it applies a principal component analysis-based
method for feature extraction. Finally, the despeckled and extracted features are used to evaluate the Support Vector Machine classifier.
The proposed approach has performed well with the training and testing accuracy of 99.73% and 98.10% respectively. The experiments
show that the despeckling has improved the performance of the proposed classifier to a great extent. The proposed approach also
performed better than some other machine learning classifiers as well as some existing literature in terms of different performance
measures.
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1. Introduction
Remote sensing is a field of gathering data of any

targeted earth surface from a large distance. In the process
of gathering data, satellites or aircrafts are used to record
and save reflected energy via remote sensors. The reflected
energy is also known as echo. Amplitude and phase of
the received echo in coherent SAR systems, is used in the
converging process to construct the image. This captured
data can be restored through digital and analog methods.
The digital method is much easier than the analog method
because of radar receiver whereby storing of data involved
[1]. The collected image data can be used to identify and
classify the objects of the targeted surface area. There are
two kinds of sensors which can be used to capture the image
data; the first is active sensors and the second is known
as passive sensors. The active sensors generate their own
energy and internment reflected energy from the targeted
surface. The advantage of capturing data through active
sensors, such as SAR images, are not affected by time
intervals and weather conditions. Therefore, SAR datasets
are used frequently in different generous of analysis includ-
ing geography, earth observation, agriculture, military war,
oceanography, and disaster management. Passive remote
sensing incorporates a different kind of radiometer, unlike
active remote sensing as shown in Figure 1. Typically,
passive sensors used solar energy as an energy source and
gathered reflected electromagnetic energy [2].

Remote sensing methods are typically classified into
two major categories. The first method is optical remote
sensing, which uses optical sensors of satellites to capture
the targets by noticing the reflected wave from the target.
The second method of remote sensing is infrared remote
sensing, in which satellite’s infrared sensors are used to
determine infrared radiated waves from the target. The
electromagnetic signals received by the sensor are used
to form an image with the help of various wavelengths.
Spectral signature of targets is formed with the help of
various wavelength bands of solar radiation reflected from
the target. Spectral signature is known as the deviation
of emittance or reflectance of a material with respect to
wavelengths.

These satellite images are generally classified into three
key categories depending upon the used spectral band of
the imaging system. The first category is the panchromatic
image which uses the entire wavelength as a single spectral
band. The second category is multispectral images, which
uses 3-15 spectral bands included both color and brightness
information of target, and the last one is the hyperspectral
image, which uses hundreds of spectral bands with a
narrow bandwidth (5-10nm). These hyperspectral images
give precise spectral information,which could be utilized
for better characterization and detection of objects into the
image.
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Figure 1. Capturing process by passive and active sensors

The resolution of these captured images is categorized
into four measures. The first measure is radiometric resolu-
tion, which can be measured by the quantity of information
in each pixel spatial resolution represents by size of every
pixel. The spectral resolution represents the ability of a
sensor to determine the clearer wavelength and temporal
resolution means the time taken by the satellite to re-
examine the same targeted area. Once data is collected then
it is processed and made ready to use for analysis [3].

The spatial resolution of radar statistics is strongly
linked with the proportion of the sensor wavelength and the
size of the sensor’s antenna. Therefore, the higher sensor’s
antenna length produced a high resolution of the images for
a given wavelength.

SAR images are originated from the moving satellite
or aircraft and due to the height of the sensor’s antenna,
the resolution of the images becomes very high. The struc-
tures of these captured SAR images are called single look
complex (SLC) and termed by the multiplicative noise of
speckle noise. To reduce the effect of multiplicative noise
and reduce resolution of the images, a multi looking method
are used on the SLC images, and it improved the quality
of SAR image by squaring the pixel value [4]. The high
resolution and presence of multiplicative noise makes very
tedious challenges for analysis to classify images.

The old technique of classification was used to obtain
some handmade features and train a classifier [5], [6]. A
backscattering and geometrical characteristics-based classi-
fication architecture was proposed [7]. In this architecture,
authors have analyzed the backscattered and geometrical
features of cargo ships and classified into the oil tankers,
containers ship and bulk carriers. An azimuth sensitivity
information (ASI) based method was introduced [8] in
which original SAR images based ASI was created, and

it used the azimuth sensitivity of any particular target class
at any specific azimuth. Another improved shape context
method was introduced [9], which illustrate the topology
and scattering points intensity in the target. In all these
methods, researchers are required to design features, which
have some demerits such as features that need to be changed
as per the target and zero or lack of knowledge about the
best features to train a model.

With the advancement of machine learning and deep
learning techniques, there are many object recognition
fields performed well such as convolutional neural net-
works (CNNs), Alexnet, machine learning and deep learn-
ing. These techniques can adopt the best feature vector
automatically. It is very difficult to use deep CNNs in
SAR ATR (automatic target recognition) because of large
SAR image dataset requirement to train the model. A few
researchers [10], [11], [12] introduced a transfer learning
method to train a deep CNNs with less SAR image dataset.
There is limited data availability of SAR imagery. There-
fore, it is required networks that can be worked on minimum
parameters to train our model.

Principal component analysis network (PCANet) can
outperform in case of limited SAR dataset availability [13]
PCANet is commonly used in the field of natural languages
but now researchers start using it in the image classifications
as well [14], [15], [16].

Feature extractions of the SAR imagery datasets are
being done by principal component analysis (PCA). It
is an extremely standard method for feature extraction.
This dimensionality reduction techniques transformed many
variables into a small number of variables that have major
information in the dataset.

Motivated by above individual research works in the
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�eld of despeckling and feature extraction, authors have
proposed a novel framework in which initially multiplicative
noise from SAR imagery has been removed and further
imperative feature from high resolution SAR imagery is
extracted to achieve the better accuracy and prediction in
the SAR image object detection. The �ndings from this
framework are prescribed as follows.

� Authors have explained basic issues with SAR im-
agery such as multiplicative noise and method to
remove multiplicative noise by considering a promis-
ing despeckling method by improving the PSNR (to
remove noise) and MSSIM (for edge preservation)
metrics.

� A suitable feature engineering model has been in-
troduced to reduces feature dimensions that help us
over�tting issue with high resolution SAR imagery.

� Analysis of di� erent machine learning approaches is
explained to achieve good accuracy and predictions
in the SAR imagery data.

� Comparison of results among di� erent machine learn-
ing models by applying on the despeckled SAR
imagery dataset and normal SAR imagery dataset.

� Proposed framework is compared with the existing
state of arts literatures.

Rest of the manuscript is organized as follows. Section 2
describes the related work that has been done in the �eld
of object detection in SAR imagery. Methodology used
to include the preprocessing steps such as despeckling of
the SAR imagery dataset, PCANet feature extraction and
multi class SVM machine learning approach is explained in
Section 3. The di� erent parameters used to validate method-
ology demonstrated in section 4. Section 5 is demonstrating
the experiment and result analysis and �nally Section 6 is
carried out with a conclusion and future scope.

2. Related Work
SAR images are captured from a moving satellite or

an aircraft, and capturing process is di� erent from optical
remote sensing. Capturing of SAR images applies active
illumination of the earth surface. SAR is a coherent imaging
system in which every image pixel represents the coherent
accumulation of scatterers from a subsequent resolution
cell. The scatterers interfere, either destructively or con-
structively according to the stage of the scatterers. The
resulting images exhibit the dark and bright and are even
and uneven for homogeneous regions. This pattern is known
as speckle. It is a kind of salt and pepper variation in
the brightness of pixels, which vitiate the quality of SAR
images. Speckle is also known as multiplicative noise. To
remove multiplicative noise, many despeckling techniques
have been proposed by numerous researchers in recent
years [17], [18]. These researchers are considering the
improvement in di� erent despeckling parameter metrics.

Typically, researchers have focused on metrics like peak
signal to noise ratio (PSNR), signal to noise ratio (SNR),
structured similarity index (SSIM) equivalent number of
looks (ENL) [19]. PSNR has been used to evaluate at
what instant multiplicative noise is reduced from the SAR
image whereas, SSIM is used to validate the edge preserving
capability of despeckling method [20].

To make a balance between edge preservation and
multiplicative noise removal metrics, few researchers have
used multi-objective approaches [21], [22] Such approaches
provide a balanced despeckled image without losing edge
information.

One such approach known as the multi-objective particle
swarm optimization (MOPSO) algorithm [21], in which the
authors have used the particle swarm optimization technique
to �nd a threshold value to generate a balanced image in the
form of noise removal and edge preservation. In addition to
particle swarm optimization few researchers have used the
multi- objective fruit �y optimization technique to despeckle
SAR images to generate improved and balanced despeckled
image results.

Due to the scattering process and multiplicative noises
in SAR imagery, the analysis and interpretation of SAR
images are dissimilar from optical imagery. Examining tiny
target's activity in the high-resolution SAR images is a
very challenging task. Manual monitoring of such activity
proceeds towards a time-consuming process, which is ap-
parently not a practical approach. The manual approaches
can be performed by developing some automatic target
recognition (ATR) systems [23].

Recently, many supervised learning approaches have
been introduced by various researchers in the �eld of
image classi�cation for example support vector machine
(SVM) [24], Decision tree [25], K nearest neighbour [14],
random forest [26], gradient boosting [27], logistic regres-
sion [28], and multi-layer perception [29].The key chal-
lenge in the �eld of classi�cation of SAR images is the
high dimensionality, which leads towards the Hughes phe-
nomenon [30]. In this phenomenon, if the dimensionality
of data increases, then the accuracy of supervised classi-
�cation with �xed training samples and label decreases.
The feature extraction or feature selection methods can
overcome this classi�cation problem of high dimension
SAR image datasets. Recently researchers have worked
on several feature extraction methods like independent
component analysis (ICA) [31] .linear discriminant analysis
(LDA) [32] and principal component analysis (PCA) [33].

The principal component analysis (PCA) is a very
simple methodology and easy to use due to simple pa-
rameters used in it. Typically, PCA is used to reduce the
dimensionality of a dataset in four steps: feature covari-
ance, decomposition of eigenvectors, principal component
conversion and �nally selecting component based on the
designated covariance [34]. The feature extraction method
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is used to two-dimensional images are transformed into one-
dimensional images for object detection.

There are many pixel-based classi�ers have been pro-
posed, with di� erent kernels, active learning and sparse
representation, in the �eld of object classi�cation and
detection in SAR imagery data like boosting [35], neural
networks [36], random forest [24] and SVM [37]. These
methods are directed towards noise, and di� cult to attain
object level information in both high-resolution spectral and
spatial remote sensing imagery dataset.

Methodologies incorporating deep learning neural net-
works [38], [39], [40] are performed well in terms of
classi�cations, but these deep learning neural networks
require a large training dataset. The requirement of the
large dataset can be contented with other approaches such
as transfer learning [41], [42] and augmentation of im-
ages [43], [44]. However, the transfer learning approach has
the limitation of negative transfer and over�tting whereas
the image augmentation approach requires vector data in-
terpretation, additional memory, high computational cost,
and time. SVM classi�er o� ers better performance in terms
of accuracy as compared with other pixel-wise classi�ers.
The major advantage of using an SVM classi�er is that it
needs a smaller number of labels and training samples to
achieve good classi�cation accuracy. SVM is a supervised
machine learning method. SVM could be applied on both
regression and classi�cation applications, but it generally
used for classi�cation purpose.

3. ProposedFramework
In this manuscript, the authors have proposed a SAR

image classi�cation approach based on SVM classi�er. The
proposed framework primarily divided into three phases.
The �rst phase is preprocessing of the SAR image dataset
to remove the multiplicative noise present in images. The
second phase applies the concept of PCANet to select prime
features from the despeckled imagery dataset. Finally, in the
last phase, a classi�cation model based on an SVM classi-
�er, performance has been analyzed based on the selected
prime features. The �ow of the proposed framework shown
in Figure 2.

A. Despeckling of SAR Images
Initially, the despeckling methodology has been applied

to improve the quality of SAR images by reducing mul-
tiplicative noise with better edge preserving capabilities.
To minimize the multiplicative noise from SAR images,
improvement in the PSNR metric is mandatory [45] and
to avail better edge preservation, the maximal value of the
MSSIM metric is essential [46].

In the process of despeckling, the dual tree complex
wavelet transform is used to obtain the complex transform
of a signal in the form of two di� erent two- dimensional
discrete wavelet transform decomposition. The �rst DWT
is used to give the real part of the transformed coe� cient,
and the other one is used to give the imaginary part of the

transformed coe� cient. By combining real and imaginary
part it can be generated new transform coe� cient known
as dual tree complex wavelet transform [47].

Every level in the DTCWT decomposition, high-high
(HH), high-low (HL), low-low (LL) and low-high (LH)
pass sub band extracted. The subtraction or addition of each
pair of sub-bands generates a wavelet coe� cient with low
frequency and six directional wavelet transform coe� cients.

wavelength coe� cient is used to represent bivariate
shrinkage [48]. Suppose a SAR image with multiplicative
noise can be represent as given in Equation 1.

Imagenoisy = Imageoriginal � D (1)

where image with multiplicative noise is shown by
Imagenoisy, � is an operator to represents noisy model like
multiplicative or additive noise etc. The original image is
Imageoriginal and D is a type of disturbance in produced
image considered as noise These images can be further
represented in the form of DTCWT as given in Equation 2.

C = � + D (2)

WhereC represents wavelet coe� cient of produced image,
� is wavelet coe� cient of original image andD represents
noise wavelet coe� cient. Estimated wavelet coe� cient of
noisy SAR image is �nalized after processing of DTCWT.

In the present work, A Multi-Objective Enhanced Fruit
Fly Optimization (MO-EFOA) Framework has been used
to despeckle SAR image dataset using DTCWT based
Local Adaptive Thresholding [22]. The architecture of used
approach is shown in Figure 3 MO-EFOA approach incor-
porates three successive steps to carry out the despeckling
process. Initially, in the �rst step, a bivariate shrinkage
based dual tree complex wavelet transform (DTCWT) is
performed to remove multiplicative noise from the original
image. The objective of applying DTCWT is to calculate the
wavelet coe� cient in the manner of neighboring variance
estimation.

Further, in the second step, an enhanced fruit �y op-
timization approach has been applied to �nd the optimal
value of �tness function in the form of PSNR and mean
structured similarity index (MSSIM). Finally, in the last
step, local adaptive �ltering is applied to smooth the de-
speckled image as given in Algorithm 1.

After that, the wavelet coe� cient of the DTCWT tries
to �nd an adjoining adaptive bivariate shrinkage model
with adjoining variance estimation. To �nd threshold value
optimization of noise variance, the authors used the fruit
�y optimization algorithm (FOA) [49] with improvement
by applying a booster function given in Equation 3. This
booster function is used to improve global search ability
by applying a heavy booster in early iteration to achieve

http:// journals.uob.edu.bh




	Introduction
	Related Work
	Proposed Framework
	Despeckling of SAR Images
	Principal Component Analysis (PCA)
	Support Vector Machine (SVM)

	Evaluation Metrics
	Despeckling Performance Measures
	Classification Performance Metrics

	Experiment Result and Analysis
	Dataset
	Experimental Analysis of Despeckling Process
	Sensitivity Analysis
	Complexity Analysis
	Classification Analysis

	Conclusions and Future Work
	References
	Biographies
	Bibek Kumar
	Ranjeet Kumar Ranjan
	Arshad Husain


