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Abstract: Though biometric-based authentication systems have inherent advantages over conventional authentication systems, which
use passwords and ID cards, these systems cannot ensure the security and privacy of biometric data stored in their databases. Recently,
several watermarking-based algorithms have been efficiently used to protect biometric templates. However, these methods also require
storing the watermarked biometrics for the matching purpose of the query during the authentication phase. The paper aims to develop
an approach for authenticating watermarked biometrics using transfer learning without the need to store biometric data. Benchmark face
and fingerprint databases are employed to conduct the experimentation. The obtained results validated the proposed approach’s ability
to discriminate between different users with a performance accuracy rate achieving 99.17% while protecting the user’s biometrics.
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1. Introduction
Virtual communications are exponentially growing, both

in volume and diversity; Henceforth, the threats of identity
theft, financial fraud, and cybercrime are giving rise to
international concerns about security. Secure and reliable
identification and authentication systems are of a high
importance in various fields such as banking transactions
and public services. However, traditional personal authen-
tication systems which are based on passwords or tokens
are vulnerable to multiple attacks. By contrast, biometrics-
based authentication systems which employ the physio-
logical characteristics (iris, face, etc.) or the behavioral
characteristics (gait, voice, etc.) have proved their priority
compared to the traditional systems because biometrics can-
not be stolen or guessed. The aim of a biometric system is to
simulate the human recognition system by the machine and
to automate applications such as remote monitoring and ac-
cess control. A typical and simple biometric authentication
system employs single biometric modality, called unimodal
biometric systems. However, these systems have several
drawbacks such as accuracy, non- universality, reliability
and security (vulnerability to spoofing attacks). Multimodal
biometric authentication systems which employ more than
one biometric modality have been shown to effectively
overcome these drawbacks.

Yet while biometrics provide secure authentication in
a multitude of applications, they also suffer from different

vulnerabilities. Among the main issues of biometrics au-
thentication systems is the irrevocability of the biometric
templates [1]. In traditional authentication systems, if a
password is compromised, it is easy to create a new
password and dismiss the former to the database by creating
a revocation list. But if a biometric template is compro-
mised, the model cannot be easily changed because the
biometric features are unique. Henceforth, care is needed
to safeguard the biometric templates storage in the system’s
database. In the literature, two major categories of methods
have been proposed for biometric template protection [2]:
Transformation methods and biometric cryptosystems.

Digital watermarking approaches are considered among
the prominent biometric templates’ protection approaches
that have been effectively and widely employed in litera-
ture [3]. However, when developing a biometric informa-
tion hiding approach, attention should be given to feature
discriminability of the biometric host data rather than visual
quality and the size of the generated biometric watermark
concerning the limited capacity [4]. Various approaches
exist in the literature to protect the biometric features using
watermarking schemes (e.g., [5]–[14]). Furthermore, mul-
timodal biometric watermarking approaches have offered a
high level of security since the embedded biometric data
would only be retrieved by a secret key. However, previ-
ous multimodal biometric watermarking works in literature
usually relied on a multi-factor authentication technique by
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matching the raw biometrics after extracting the watermark,
which requires more processing. Additionally, specialized
feature extraction methods are required to extract pertinent
features from the raw biometrics data depending on the
biometric modality. These methods can be very complex
and do not always provide the most important set of features
to achieve higher classification rates.

Recently, deep learning has shown effectiveness in ex-
tracting pertinent features for biometrics recognition tech-
nology [15]–[25]. When using the deep learning approach,
the features are extracted automatically from the images
contrary to most common biometrics matching methods.
Nonetheless, deep learning is very time-consuming and
computationally expensive [15]. Several studies showed that
using pre-trained models, while originally trained for classi-
fying generic objects, can effectively extract discriminative
image characteristics and achieve promising results for the
biometrics recognition (e.g., [20]–[23]).

In this paper, a novel transfer learning-based authentica-
tion of watermarked biometrics is presented. The proposed
scheme employs fingerprint and face biometric modalities
aiming to protect the authentication system while providing
a high performance. The user’s fingerprint and face bio-
metrics are first captured before using the watermarking
algorithm which employs the Dual-Tree Complex Wavelet
Transform (DTCWT) and the Discrete Cosine Transform
(DCT) to entrench the fingerprint features within the face
image, resulting in a multi-biometric fusion scheme. The
essential concept of the watermarking technique is that
the inserted watermark data are held interconnected to the
host image and therefore no supplementary transmission
or storage means are required. Subsequently, this paper
examines the effectiveness of using transfer learning from
the pre-trained convolutional neural network (CNN) model
for the recognition of watermarked face images. For security
measure, the watermarked face images are only used in the
training stage of the pre-trained CNN and then discarded
along with the original raw biometrics. Henceforth, the
proposed approach prevents illegal accessing or tampering
with the biometric data.

The structure of the paper is given as follows. In Sec-
tion 2, recent studies about watermarking-based multimodal
biometrics and deep learning-based face recognition are
overviewed. The key concepts of the proposed transfer
learning approach for multimodal biometric watermarking-
based authentication are provided in Section 3. In Section 4,
the results of the experimentation are explained and dis-
cussed in detail. Section 5 provides the conclusion and
future work.

2. RelatedWork
Previous multimodal biometric watermarking works

have been proposed in the literature and have demonstrated
high recognition performance.

In [5], the author implemented a multi-biometric fusion

approach based on watermarking to embed fingerprint fea-
tures in face images. A DCT-based watermarking technique
is developed to combine the face DCT coefficients and
the fingerprint minutia bit-stream. In the authentication
phase, the author employed Orthogonal Locality Preserving
Projection (OLPP) algorithm to extract pertinent features
from the watermarked face images. In [7], the features of
face and fingerprint are first fused using a watermarking
approach based on Discrete Wavelet Transform (DWT)
and Singular Value Decomposition (SVD). Then the water-
marked face image is manipulated using a shuffling process
before XORing it with a Hadamard code and a chaotic
map to attain both the orthogonality and randomization
of the protected biometric templates. In [8], the authors
implemented a watermarking technique based on DTCWT-
DCT to insert the fingerprint minutia in the face image. The
watermarked face images are then kept in the storage. The
authentication relies on extracting the watermark and fusing
the matching scores of the biometric templates of the query.

Several works have been suggested in the literature
using CNN models for face recognition and have shown
promising results without requiring complex feature extrac-
tion or classification methods. In [16], a face recognition
algorithm uses local binary patterns (LBP) to extract face
features and subsequently feeds them to a deep CNN. The
SoftMax regression method is applied for classification.
The experimental results obtained using the ORL dataset
validated the method’s effectiveness regardless of the small
training dataset. In [17], the authors used the Convolution
Architecture For Feature Extraction framework (Caffe) to
build a nine-layer CNN model for face recognition. In the
training phase, the stochastic gradient descent algorithm is
employed to extract the face features and classify them
automatically. This approach has shown high recognition
accuracy using ORL and AR face databases. In [22], trans-
fer learning from AlexNet is employed to construct a face
recognition model. The authors implemented another face
recognition model by extracting the features using the pre-
trained AlexNet and performing the classification with the
support vector machine (SVM). The obtained results using
ORL dataset showed similar recognition accuracy of both
approaches. Another work using transfer learning for face
recognition is presented in [23]. The authors used transfer
learning from the pre-trained CNN model VGG-16. First,
the face features are extracted and used as input to the fully-
connected layer followed by the SoftMax function for the
classification task. This approach yielded high accuracy on
the ORL dataset compared to other methods. In [25], the
training of an inception-based CNN model was achieved
by independently parsing the images of each person in the
training dataset. For authentication, the distance between
the test image and the average of the training images of
each person is calculated. The corresponding class of the
person providing the closest distance is attributed to the test
image, and a match is found. Experimentation conducted
using the ORL face dataset has shown promising results
outperforming other state-of-the-art methods.
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3. Methodology
The proposed scheme uses watermarking algorithm to

fuse the fingerprint features in the face image. The wa-
termarked face images are then entered as input to the
pre-trained CNN model for both extracting the feature and
classifying the extracted features. This section provides the
key elements of the proposed approach.

A. Watermark Embedding
In this study, the watermarking algorithm uses the Dual-

Tree Complex Wavelet Transform and the Discrete Cosine
Transform. This algorithm aims at minimizing the distortion
of the cover (face image) when embedding the watermark
(fingerprint features). The DTCWT-based watermarking
algorithm is established to provide consistency with the
Human visual system using directional selectivity.

The embedding of the watermark can be explained as
follows. First, the watermark is generated by extracting
the fingerprint minutia and selecting the most relevant
features by means of the spectral minutiae representation
technique. The watermark consists of a 10240-bits binary
stream. Next, the host face image is decomposed using
DTCWT and subsequently, three high-frequency sub-bands
of the first level decomposition are randomly selected and
divided into non-overlapping 4x4 blocks. The DCT is then
used to transform each block, and the watermark bits are
inserted using the DCT coefficients using two generated
pseudorandom sequences PN0 and PN1 for the watermark
bits 0 and 1, respectively. Lastly, both the inverse DCT and
DTCWT are used to create the watermarked face image.

DTCWT-based watermarking aims to protect the wa-
termarked images by using the real values of the selected
sub-bands (i.e., high-frequency) in the process of inserting
the watermark bits. Unlike imaginary values, the real values
of the sub-bands comprise less-sensitive data, which helps
to detect illegitimate watermark manipulation. Furthermore,
the watermark is entrenched by only changing the mid-
frequency DCT coefficients to avoid affecting the percepti-
bility of the watermarked face image and resist compression
attacks.

The scheme of the watermark embedding is illustrated in
Figure 1 The detailed information about this watermarking
algorithm is found in [8].

B. Transfer learning-based biometrics recognition
Deep learning approaches, particularly the convolutional

neural network, have shown effectiveness and better per-
formance in biometrics recognition technology. However,
building the CNN model from scratch is a lengthy pro-
cess that requires a large labelled dataset and enormous
computing power. Instead, transfer learning could be used
to accelerate the training and solve the problem of small
training datasets.

Transfer learning consists of reusing a CNN model
previously trained on other large datasets for a different

task, by modifying the weights and the nodes’ number in
the last fully-connected layers. Recently, pre-trained CNN
models such as AlexNet, GoogleNet, VGG, and ResNet
have been successfully and commonly used in different
pattern recognition tasks (e.g., [20]–[23]). In this study,
AlexNet is applied to extract suitable image features for
the classification stage.

AlexNet was originally trained using ImageNet dataset
which contains over a million images and thousand objects
(mug, keyboard, pencil, etc.) [26]. It has a less complex
architecture, compared to other pre-trained CNN models,
with sufficient width and depth to ensure the generality and
universality of the extracted features [27]. It has a small
number of layers and a large number of parameters. AlexNet
takes as an input a [2272273] image and comprises five con-
volutional layers, three max-pooling layers, and three fully-
connected layers followed by the SoftMax function for the
classification layer with 1000 output nodes corresponding
to the ImageNet categories (objects).

In the proposed study, the pre-trained CNN model uses
the watermarked images as input to obtain the features
and perform the classification. For security measure, the
watermarked face images are only used in the training stage
of the pre-trained CNN and then discarded along with the
original raw biometrics. Figure 2 provides an illustration of
the transfer learning process.

4. EXPERIMENTS AND RESULTS
A. Experimental setting

The suggested scheme using transfer learning for multi-
modal biometric watermarking-based authentication is val-
idated using benchmark face and fingerprint databases. The
face images are acquired from ORL database counting for
400 images of size 92112 pixels for 40 users [28]. The
fingerprint images are acquired from the FVC2002 DB1
database counting for 800 fingerprint images of size 374388
pixels for 100 users [29]. In this experiment, we used eight
face images and eight fingerprints per user. The dataset of
the watermarked images is gone through an augmentation
process to increase the size and then randomly divided
into 70% for training and 30% for validation. Both the
biometric watermarking algorithm and the transfer learning
authentication are implemented in MATLAB version 2020b.
The computer CPU is Intel Core i9, clocked at 2.3 GHz 8-
Core, and the memory size is 16 GB.

B. Results and Discussions
The different results obtained in these experiments are

analyzed to assess the effectiveness of the proposed scheme.
First, the fingerprint image is manipulated to generate the
watermark bits which are subsequently inserted in the face
images using the DTCWT-based watermarking algorithm,
explained in the previous section. Figure 3 shows the
histograms of an original face image and its watermarked
version in order to compare the distribution of the image
pixels at each gray-scale level with and without embedding
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Figure 1. Watermark embedding process [8]

Figure 2. Transfer learning process for the authentication of the
watermarked face images

the watermarking. It can be shown in the figure that the
DTCWT-based watermarking algorithm did not deteriorate
the perception quality of the face image. Moreover, it
was demonstrated in [8] that DTCWT-based watermarking
algorithm is resistant to most common image watermarking
attacks including Gaussian noise, additive white noise, salt
and pepper noise, median filter, and JPEG compression.

The pre-trained CNN model AlexNet is used to conduct
different tests using the watermarked and the original face
images. These images are gone through the preprocessing
stage including image resizing. The images were resized to
make them suitable for the pre-trained model AlexNet (i.e.,
[227x227x3]). Furthermore, data augmentation is performed
on the training images to avoid the model from overfitting
which occurs when the training dataset is small. AlexNet
model is then employed to extract suitable features for the
new classification task using the transfer learning.

As shown in Figure 4, AlexNet consists of 25 layers;
feature extraction is achieved through the first 23 layers,

Figure 3. The histograms of an original image (above) and its
corresponding watermarked image (below) [8]

whereas the feature classification is performed with the last
3 layers using the number of classes in the database. Using
transfer learning in this study, only 40 nodes are included
in the last fully-connected layer, which is similar to the
number of users in the ORL dataset.

In this experiment, the proposed model has been tested
using diverse numbers of epochs and iterations. The exper-
iment results are shown in Figure 5 and Figure 6. The best
accuracy was achieved with six epochs and 144 iterations,
which shows the well convergence of the model. The mini-
batch size is fixed to 10 and the validation frequency of
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Figure 4. AlexNet Architecture

the network is equal to 3 during the training. As shown
in Figure 5 and Figure 6, after the training phase, the
best validation accuracy attained 100% on the original face
dataset and 99.17% on the watermarked face dataset.

The analysis of the model performance was conducted
using the most common evaluation measures: Accuracy (A),
precision (P), recall (R), and F1 score. Accuracy is the pro-
portion of correctly classified images to the total number of
images. Precision is the capacity of a classification model to
correctly recognize positive instances. However, recall, also
known as sensitivity, is the ability of a classification model
to identify all positive instances within the whole dataset.
Thus, the precision identifies the purity of the results while
the recall identifies the completeness of the results. In order
to find an optimal blend of these two metrics, F1 score is a
useful measure, which is the weighted mean of the precision
and recall. Expressions of these metrics are given as:

A =
T P + T N

T P + T N + FP + FN
(1)

P =
T P

T P + FP
(2)

R =
T P

T P + FN
(3)

F1 = 2 ∗
P ∗ R
P + R

(4)

where TP is the rate of true positives, FP is the rate of
false positives, TN is the rate of true negatives, and FN is
the rate of false negatives.

The proposed model using transfer learning from
AlexNet has shown comparable performance for the original
face dataset and the watermarked face dataset, as illustrated
in Table I. These results revealed that transfer learning
from AlexNet is effective in the authentication of the wa-
termarked images and does not deteriorate the recognition
rate of the original images

C. Comparisons with Related Models
In Table II, we summarized the results obtained by

related biometric authentication algorithms in the literature
which apply watermarking and deep learning techniques.
However, a valid and fair comparison of these approaches
cannot take place since experiments are conducted using
different biometric modalities and databases.

In [5], the authors used watermarking to entrench finger-
print features in face images. The user’s watermarked face
image is then authenticated using Laplacianface features
extracted by OLPP method. Nevertheless, this method did
not achieve high accuracy because the training dataset
was very small. Other multimodal biometric watermarking
works in literature such as [7], [8] have demonstrated high
recognition performance. However, these methods usually
rely on a multi-factor authentication technique after extract-
ing the watermark; the authentication is attained by fusing
the matching scores of the raw biometrics, which requires
more processing.

Several works have been offered in the literature using
CNN models for face recognition. In [16], the authors
claimed the algorithm has strong generalization ability and
excellent performance, regardless of using a small training
dataset. In [17], the ORL face database was employed in
the experimentation using 90% of the images for training
and 10% for testing. This model achieved 99.82% accuracy
rate. In [25], the inception-based CNN model has yielded
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Figure 5. Accuracy for the transfer learning from AlexNet on the original face dataset

Figure 6. Accuracy of the transfer learning from AlexNet on the watermarked face dataset
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TABLE I. PERFORMANCE MEASURES OF THE PROPOSED MODEL FOR THE ORIGINAL AND WATERMARKED DATASETS

Accuracy Precision Recall F1 score

Original Face Dataset 100% 100% 100% 100%
Watermarked Face Dataset 99.17% 99.17% 99.38% 99.29%

TABLE II. COMPARATIVE RESULTS OF DIFFERENT FACE/FINGERPRINT RECOGNITION MODELS

Reference Modalities Approach Accuracy

[5] Face and Fingerprint Multi-biometric fusion using DCT-based watermarking 91%
[7] Face and Fingerprint DWT-SVD-based watermarking approach 100%
[8] Face and Fingerprint Multimodal biometric protection using DTCWT-based watermarking 100%

[16] Face LBP feature extraction + deep CNN 96.6%
[17] Face Nine-layers CNN 99.82%
[22] Face Transfer learning from AlexNet 99.17%
[23] Face Transfer learning from VGG-16 100%
[25] Face Inception-based CNN 98.75%

Proposed Face and Fingerprint DTCWT-based watermarking and Transfer learning from AlexNet 99.17%

an average accuracy of 98.75% on ORL face dataset.
In [22], the obtained results using ORL dataset showed
a recognition accuracy of 99.17%. The approach in [23]
yielded 100% accuracy on ORL dataset using SoftMax
function for the classification. Although these approaches
have shown promising results, they require storing biometric
templates in the system’s database which can be a threat to
user’s privacy.

In this paper, the proposed approach has shown promis-
ing results compared to related works. The principal gain
of this approach is the ability to accurately identify the
watermarked face without referring to a stored template
due to the pre-trained CNN enhanced generalizability. Thus,
biometric data is protected against illegal accessing or
tampering with.

5. Conclusions and FutureWork
In this paper, a novel authentication approach of wa-

termarked multimodal biometrics using transfer learning
is presented. The suggested approach aims at increasing
biometric authentication security without decreasing the
authentication accuracy. The watermarking algorithm is
used to fuse the two biometric modalities by entrenching
the fingerprint features in the face image. The watermarked
face images are entered into the pre-trained CNN model to
generate the features for the classification task. Experiments
were conducted using AlexNet with benchmark face and
fingerprint databases. The obtained results revealed the effi-
ciency of the presented approach in the authentication task
without degrading the recognition performance. Moreover,
the user’s biometric templates are protected since they are
only used in the training stage of the model and they are
not required in the authentication stage. In addition, the
watermark data consisting of the fingerprint features can be
employed as an additional layer of defense to guarantee the
legitimacy of the face image.

Future work will aim at performing extensive exper-
imentations with various biometric databases of different
modalities (palmprint, iris, etc ...) and different pre-trained
CNN models such as VGG-16 and ResNet-50. Moreover,
one-way functions can be used in the watermarking process
to make it impossible for a watermark to be removed from
previously watermarked data which might allow an imposter
to gain illegal access to the system.
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