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Abstract: Automatic spelling correction is a very important task used in many Natural Language Processing (NLP) applications such
as Optical Character Recognition (OCR), Information retrieval, etc. There are many approaches able to detect and correct misspelled
words. These approaches can be divided into two main categories: contextual and context-free approaches. In this paper, we propose a
new contextual spelling correction method applied to the Arabic language, without loss of generality for other languages. The method
is based on both the Viterbi algorithm and a probabilistic model built with a new estimate of n-gram language models combined
with the edit distance. The probabilistic model is learned with an Arabic multipurpose corpus. The originality of our work consists
in handling up global and simultaneous correction of a set of many erroneous words within sentences. The experiments carried out
prove the performance of our proposal, giving encouraging results for the correction of several spelling errors in a given context. The
method achieves a correction accuracy of up to 93.6% by evaluating the first given correction suggestion. It is able to take into account
strong links between distant words carrying meaning in a given context. The high-level correction accuracy of our method allows for
its integration into many applications.

Keywords: Global Contextual Correction, Single Error Correction, Misspelling, Viterbi Algorithm, n-gram Language Model,
Edit Distance, Arabic NLP

1. INTRODUCTION
The great expansion of digital linguistic data requires

efficient tools for their processing. Language technologies
offer resources for producing, transforming, analyzing and
researching these data. The relevance of the textual infor-
mation depends on the processing quality of these tools.
The automatic spelling correction is a traditional major
component of Natural Language Processing (NLP) [1]
applications. For instance, Optical Character Recognition
(OCR) [2], machine translation [3], speech recognition [4]
and search engines [5] integrate automatic error correction
systems. The difficulty of the correction operation often
varies depending on the language to be processed. Arabic
language presents various challenges in terms of its rich
morphology and structure, which makes its analysis more
complicated [6]. Arabic is the fifth most spoken language in
the world [7]. Many research works have been carried out in
spelling correction for Arabic texts. However, these works
remains insufficient and they have not reached the level of
relevance in comparison with works in other languages such
as English.

Automatic correction systems can be classified in two

types. Systems that simply offer potential correction sugges-
tions for each detected error, resulting in a manual selection
of the desired correction. Other systems can automatically
select a single suggestion of correction. The purpose of
the autocorrect function is to automatically correct spelling
errors in a text without having to return to the user
[8]. While spell checkers can help users correct spelling
mistakes themselves, they can also help users to choose
the correct spelling from a proposed list of (interactive)
suggestions [9]. MacArthur [10] et al. and Montgomery
[11] found that the spell checker is more effective if the
correct spelling is provided in the first three suggestions.
But without consideration of a criterion for ranking these
correction candidates, users may have difficulty in choosing
the correct word among those suggested. It is therefore
advisable to keep the list of suggestions as short as possible.

The approaches used for spelling correction can be
split into two major categories depending on whether they
introduce context or not [12]. The first category is based on
a set of rules designed in advance. This type of approach
focuses only on the error to be corrected, ignoring its
context. It functions as a guide in finding the best suitable
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candidate. The approaches of the second category use, in
addition, a model based on the context, because of the
insufficiency in general of the a priori error model. This
model uses the stochastic methods of Brill and Moore [13].
The introduction of the context can be done via deep neural
networks. In practice, spelling correction methods adapt
their model to the problem to be addressed by combining
two or more models.

This paper investigates a new method, based on stochas-
tic models, for automatic correction of spelling errors ap-
plied to the Arabic language. The method takes into account
the globality of incorrect word forms seen in their context
and examines the semantic links between words and the
possible correction candidates, in order to refine the poten-
tial global correction. It makes it possible to correct several
errors, globally and simultaneously, in a given context, by
taking into consideration the respective lists of candidates
for correcting all the errors. This method is based on the
combination of a priori error model implemented through
the edit distance and a context model based on a new
estimate of the n-gram language model [14][15] learned
from an Arabic corpus. It models the erroneous words as
hidden states of a Hidden Markov Model (HMM) and it is
driven by the Viterbi algorithm. The main contributions of
this work can be summarized as follows:

• We propose an effective spelling correction method
using the words context to globally and simultaneously
correcting spelling mistakes for Arabic language.

• We exploit a Hidden Markov Model (HMM) to iden-
tify the best suggestions of correction of all the misspelled
words when they occur in sentences.

• We investigate the Viterbi algorithm using a proba-
bilistic model based on a new estimate of n-gram language
models combined with the edit distance.

• We evaluate the performance of our method by
conducting a set of experiments on an Arabic corpus and
comparing results with other automatic spelling correction
systems.

The rest of this paper is organized as follows. Section
2 presents related work. Section 3 introduces the global
contextual spelling correction. Section 4 describes our pro-
posed method. Section 5 illustrates the experimental results.
Finally, Section 6 concludes and outlines the future works.

2. RELATED WORK
The elaboration of automatic spelling correction systems

requires understanding the origin of spelling errors [16].
According to Kukich [12], spelling errors can be divided
into two types. The first type concerns the cognitive errors,
where the user does not know the correct way of writing
(new language learner, disabilities. . . ). These errors are user
and language specific. Typographic errors are the second
type, which is usually related to the keyboard or input

device. Fast typing may also cause typographic errors.
Approaches dealing with automatic spelling correction can
be divided into two major groups, depending on whether
they focus only on the error or whether they take into
account the surrounding context. Many approaches combine
between two models or more depending on the problem
to address. We can differentiate between context-free and
Context-oriented models.

A. Context-Free Model
This model focuses on the error shape, disregarding its

context, to generate suggestions of correction [17]. This
involves detecting the wrong word and proposing a set of
correction candidates that are the most likely similar to
the non-word error. The more the best-fit suggestions are
proposed first, the more efficient the model is. Researchers,
for many decades, have devoted considerable work to
enhancing the results referring to this model. In this sense,
we cite the following research works.

A study done by Damerau [18] revealed that about
80% of misspelled words occur as a result of a single
mistake. He assumes that a word not found in a dictionary
has at most one error, which might be a wrong, missing
or extra letter or a single transposition. The unidentified
input word is again compared to the dictionary, each time
testing whether the words match, assuming that one of these
errors has occurred. When tested on scrambled text, correct
identifications were made for over 95% of these error types.

Kernighan et al. [19] proposed a new program that
takes words rejected by the Unix spelling program and
provides a sorted list of candidates according to probability
scores, based on a noisy channel model. They considered
the four edit operations (insertion, deletion, substitution and
reversal) and adopted a classic Bayesian argument to find
the correction c for the typo t by maximizing Pr(c)*Pr(t/c).

Alwabel [20] proposed a novel error correction mecha-
nism called CoEdit approach to help compilers suggest the
most suitable repair for programming errors that occurred
as a result of mistyping errors. He employs Four-Way and
Editex algorithms [21][22] joined with his approach in order
to find repairs to misspelling errors. He finds that using the
Editex algorithm with CoEdit is the best choice in the case
of finding repairs to programming errors that occur because
of spelling errors.

B. Context-Oriented Model
The automatic spelling correction based just on the error

model remains insufficient and limited. In fact, the context
surrounding the erroneous word completes the global mean-
ing of the sentence [23]. Better results could be achieved
if additional parameters relative to the context were taken
into account. Many research studies have been done in this
direction.

A research conducted by Brill and Moore [13] describes
an improved error model for noisy channel spelling cor-
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rection based on generic string-to-string edits. Unlike the
majority of the work conducted in this sense, the research
has gone into improving the channel model instead of the
source model for spelling correction. The study combines
the use of the new improved model and language models to
obtain better results. The new error model, without a lan-
guage model, gives a 52% reduction in spelling correction
error rate compared to the weighted Damerau-Levenshtein
distance technique of Church and Gale [24]. Whereas, with
a language model, the results reach 74% error reduction.

Aouragh et al. [25] have developed a system for cor-
recting spelling errors in the Arabic language based on
Levenshtein algorithm and language models. They adapted
the Levenshtein distance by adding a weighting based on
language models in order to present a solution to filter
and refine the correction candidates obtained a priori with
the Levenshtein algorithm. The correction rate was order
of 95% against the Levenshtein distance that reaches only
about 12%.

Dong et al. [26] have conducted research to solve
the out-of-vocabulary problem caused by Uyghur spelling
errors in Uyghur–Chinese machine translation in order to
improve its quality. They assessed three spelling correction
methods based on machine translation: BLEU (Bilingual
Evaluation Understudy) score, Chinese language model and
bilingual language model. They concluded that the best
results are achieved in the spelling correction task joined
to the machine translation task by using the BLEU score
for spelling correction.

Laaroussi et al. proposed new language models based
on n-gram models combined with edit distance to deal with
spelling errors [14][27]. The advantage of the new models
compared to the classic ones consists in taking into account
the strong links between distant words in a given context
by keeping the model parameters simple. The accuracy
obtained, by applying the new models on an Arabic corpus,
exceeds 98% for the first ten correction candidates, and 79%
for the first correction to suggest.

Nejja and Yousfi [28] highlighted the impact of in-
troducing context on the automatic correction of spelling
errors. They proposed a mechanism that allows to exploit
thematic contextual information improving the accuracy of
the spelling correction system. This study aims to solve
the problem encountered at the level of automatic spelling
correction systems, which lies in the classification of the
desired solution in the last position of the list of given
suggestions. The proposed correction system is based on
a dictionary, which contains a probability distribution of
occurrence of a word in various contexts.

Li et al. [29] addressed the spelling correction prob-
lem at the word level, by correcting the spelling of each
token regardless of additional token insertion or deletion.
They proposed a context-aware stand-alone neural spelling
correction where they utilized both spelling information

and global context representations to detect and correct
misspellings in the form of a sequence labeling task by
fine-turning a pre-trained language model. They enhanced
the state-of-the-art results by 12.8% precision score.

Siklosi et al. [30] proposed a method for the auto-
mated correction of spelling mistakes in Hungarian clinical
records. A word-based algorithm is applied to generate a list
of suggested corrections for each erroneous word. Then, the
spelling correction problem is represented as a translation
task, where the source language is the incorrect text and the
target language is the corrected text. A statistical machine
translation (SMT) decoder executes the error correction
task.

Wang et al. [31] proposed a novel contextual method
by adding a light-weight contextual spelling correction
model on top of transducer-based automatic speech recog-
nition (ASR) systems. They introduced the context into the
spelling correction model with a shared context encoder
that encodes context expressions into hidden embeddings.
A filtering algorithm is used to deal with large-size con-
text lists. The results outperform the baseline method by
reducing approximately 50% in relative word error rate.

The previously cited works presented considerable re-
sults in automatic spelling correction. However, no work
has taken into account all of these errors by exploiting
the strong semantic links between the distant words in
the considered context, including the possible correction
candidates of these errors in order to improve their ranking
and prioritize the desired solutions.

3. GLOBAL CONTEXTUAL SPELLING CORREC-
TION
The approaches used in spelling correction, including

those using context, only consider correct words near the
error to be corrected, thus ignoring other erroneous words
in the same context. These methods are referred to as single
methods. The consideration of the error-word correction
candidates preceding and following the target error can
refine the list of suggestions of the latter and improve the
rank of the desired solution. This method has never been
implemented before.

Definition: Let ph = w1w2 . . .wT be a given sentence
that contains a set of erroneous words in different positions.
The global spelling correction, is the operation which con-
sists in first returning all the lists of corrections proposed
for each single error (Table I), then identifying the set of
solutions of all the erroneous words which are the most
appropriate to the global context of the sentence ph. The
global spelling correction is done in three stages:

• The detection of erroneous words, by referring to the
vocabulary of the system.

• Generating lists of corrections associated with each er-
roneous word, using one of the spelling correction methods
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(in our case, we used the edit distance). The solutions are
classified in a list according to the value of this distance.

• By taking into account the global context of the
sentence, we identify among these lists, the solutions (as-
sociated with all the erroneous words in the sentence) the
most suitable with this context. The context is introduced
via language models. The Viterbi algorithm [32] ensures
the coherence of the global correction by determining the
most probable path built from the correct words and the
correction candidates of the errors.

Example: Let us consider the following Arabic sen-
tence:

.
�
éJ
�

	
�Q
	
®Ë @

�
é
	
ªÊË @

�
é
	
�

	
®k Qå

	
�kð �PY

�
®Ë@ úÍ@


YJ
k. ñË@

�
�j. «

This sentence contains the misspellings: �
�j. «, YJ
k. ñË@,

�PY
�
®Ë@, �

é
	
�

	
®k. The generated lists of solutions for these

four erroneous words, classified in ascending order of the
edit distance, are:

List( �
�j. «) = { XA«, ��Ê«, ��	

J«, ��Q« }

List(YJ
k. ñË@) = { YËñË@,YJ
ËñË@,YJ
�ñË@,YK
PñË@ }

List(�PY
�
®Ë@) = { �é�PYÖÏ @,�PYÖÏ @,PY�®Ë@,�Y

�
®Ë@}

List( �é 	
�

	
®k) = { �é�k,XA�k,YJ
�k, �éÊ 	®k}

If we consider the error-by-error correction method
(Table I), taking into account the context by using the edit
distance and language models, we risk having the following
solutions with the maximum probability:

• �
éJ
�

	
�Q
	
®Ë @

�
é
	
ªÊË @

�
éÊ
	
®k Qå

	
�kð �Y

�
®Ë@ úÍ@


YK
PñË@

�
�Q«

• �
éJ
�

	
�Q
	
®Ë @

�
é
	
ªÊË @

�
éÊ
	
®k Qå

	
�kð �Y

�
®Ë@ úÍ@


YJ
ËñË@

�
�
	
J«

The first sentence is the result of selecting the first
solutions from the respective lists of suggestions obtained
with the edit distance. The second sentence is obtained with
the language models to find the most probable words. Both
of these solutions are semantically unwanted. To remedy
this problem, we propose a method that takes into account
the global context of the sentence by taking into consid-
eration the semantic links between the following words:
{
�
é�k ,

�
é�PYÖÏ @ , YËñË@ , XA«}. Our method gives the following

solution:

Figure 1. Process of correcting spelling errors in a text

�
éJ
�

	
�Q
	
®Ë @

�
é
	
ªÊË @

�
é�k Qå

	
�kð

�
é�PYÖÏ @ úÍ@


YËñË@ XA«

4. PROPOSED METHOD
In this paper, we propose a new method of contextual

spelling correction, which allows to globally and simultane-
ously correcting spelling mistakes in a text containing more
than one spelling error.

A. Modeling the problem
Our method first involves detecting spelling errors in the

target text and proposing for each detected error a set of
candidate words generated using the edit distance metric.
The number of correction suggestions is the same for all
errors. Next, a context-related metric is defined for each
suggestion. This quantity is calculated with the n-distant
language model [14] [27] and the edit distance. Finally, by
applying the Viterbi algorithm [32], we get a contextual
spelling correction by selecting the optimal path in terms
of probability, composed of the initial correct words and the
suggestions of the detected errors. The process of correcting
spelling errors in a text can be generally schematized by the
scheme in Fig. 1.

In the rest of this paper, we will consider ph =
o1o2 . . . oT a given sentence containing a set of erroneous
words and V = {w1,w2 . . .wN} is the vocabulary of our
system. The first stage of our method consists in detecting
misspelled words by checking the existence of each word
of the input sentence in the vocabulary of our system.
Then, for each detected erroneous word, we look up in the
vocabulary for the closest correct words and then classify
them by decreasing edit distance. Let m be an integer.
For each erroneous word ori, we consider the set of the
first m suggestions (w1

ri,w
2
ri, ...w

m
ri) generated using the edit

distance. The following diagram in Fig. 2 represents the
sequence of words ph and the suggested corrections for
each misspelled word. Our method aims to select, for
each erroneous word, the correct suggestion among those
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TABLE I. Contextual correction of several errors
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éJ
�

	
�Q
	
®Ë @

�
é
	
ªÊË @

�
é
	
�

	
®k Qå

	
�kð �PY

�
®Ë@ úÍ@


YJ
k. ñË@

�
�j. «

�
éÊ
	
®k �Y

�
®Ë@ YK
PñË@

�
�Q«

YJ
�k PY
�
®Ë@ YJ
�ñË@

�
�
	
J«

XA�k �PYÖÏ @ YJ
ËñË@
�
�Ê«

�
é�k

�
é�PYÖÏ @ YËñË@ XA«

Figure 2. Representation of the correction suggestions

generated by the edit distance taking into account the global
context.

B. n-gram Language Models
We consider a sequence of k words S k = w1,w2 . . .wk.

Probabilistic language models consist in assigning a proba-
bility to S k. An n-gram language model is a model derived
from information theory [33]. It only considers the last n−1
words before the target word. The n-gram model verifies
(1):

Pr(wi/w1, . . .wi−1) = Pr(wi/wi−(n−1), . . .wi−1) (1)

The complexity of these models increases when n increases.
The most used model for spelling correction is the bigram
model; for its simplicity. The main disadvantage of this
last model is to favour corrections relating to the word
immediately preceding the erroneous word. Whereas, strong
links can exist between distant words in a context. Two
language models, inspired by n-gram models, are proposed
to overcome this drawback [15]: n-distant-max and n-
distant-avg models.

1) n-distant-max Model: The n-distant-max model as-
sumes that the probability of occurrence of a word wi after
a sequence w1,w2, . . .wi−1 can be satisfactorily given by
the maximum of the distant bigram probabilities based on
the n − 1 previous observations. This probability verifies
(2). The estimation of these probabilities is given by the
maximum likelihood method in (3). O(w j) is the number
of occurrences of the word w j in the training corpus and
O((w jwi)/context) is the number of times the word w j

appears before the word wi in a context of size n.

Pr(wi/w1, . . .wi−1) ≈ max
i−n+1≤ j≤i−1

Pr(wi/w j) (2)

Pr(wi/w j) = O(w jwi/context)
/
O(w j) (3)

2) n-distant-avg Model: The n-distant-avg model as-
sumes that the probability of occurrence of a word wi after
a sequence w1,w2 . . .wi−1 can be satisfactorily given by
the average of the bigram probabilities based on the n − 1
previous observations. This probability is given by (4). The
estimation of these probabilities is given by the maximum
likelihood method.

Pr(wi/w1, . . .wi−1) ≈ (1/(n − 1))
i−1∑

j=i−n+1

Pr(wi/w j) (4)

C. Defining a Hidden Markov Model
To be able to globally correcting all the existing errors in

the sentence” ph = o1o2 . . . oT , we seek to find the optimal
path, which optimizes the probability given by (5). To
facilitate the calculation of this probability, we use a Hidden
Markov Model (HMM) of order n. This model is defined by
the two processes Xt and Yt [34]. V = {w1,w2 . . .wN} is the
set of hidden states of our model, which is the vocabulary
of the system. We suppose that, for each detected error, the
set of the first m suggestions is significantly representative.

max
wi1 ,...wiT ∈V

Pr(o1, o2, . . . oT /wi1 ,wi2 , . . .wiT ) (5)

• Xt is a stochastic process with values in V . This process is
a HMM of order n, and it satisfies equation (6). Since the
context of a word does not only depend on the previous
word, and to increase the efficiency of our model we
considered the HMM of order n, not of order 1.

Pr(Xt = w j|Xt−1 = wi, . . . X1 = wi1 )

= Pr(Xt = w j|Xt−1 = wi, . . . Xt−n = wit−n ) = a. j (6)

• Yt is an observable stochastic process with value in the
set ph. Yt verifies:

Pr(Yt = ot |Xt = w j, . . . X1 = wi1 ,Yt−1 = ot−1, . . .Y1 = o1)

= Pr(Yt = ot |Xt = w j) = b j(ot) (7)
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To solve this problem, we use the Viterbi algorithm. For
this, we define:

δt(w j) = max
wi1 ,...wit−1∈V

Pr(o1, o2, . . . ot/wi1 ,wi2 , . . .wit−1 ) (8)

This gives us Viterbi’s recurrent formula [32], with consid-
ering only the first m suggestions:

δt(w j) = max
1≤i≤m

δt−1(wi) ∗ a. j ∗ b j(ot) (9)

With t = 1, . . .T and j = 1, . . .m. To simplify the calcula-
tions, we apply the logarithm to this formula, which is an
increasing function, this equation becomes:

δt(w j) = max
1≤i≤m
{δt−1(wi) + a. j + b j(ot)} (10)

1) Estimation of the Parameters of our HMM Model:
The model we have defined requires the estimation of the
following parameters.

• π j is the initial probability of the current state w j,
for all the vocabulary words V . π j indicates the probability
that the word w j is at the beginning of the sentence. It is
estimated by (11).

• a. j is the transition probability from previous state wi
in the window of size n preceding the current state w j, for
all the vocabulary words V .

• b j(ot) is the state observation likelihood of the obser-
vation ot given the current state w j, for all the vocabulary
words and for all words o1, o2, . . . oT .

π j = Pr(w j/.) = O(w j/.)
/
O(w j) (11)

O(w j/.) is the number of occurrences that the word w j is at
the beginning of the sentence, and O(w j) is the number of
occurrences of the word w j. In a previous paper [14], we
developed the two models n-distant-max and n-distant-avg
to estimate the probabilities of the n-gram language model.
The use of the n-distant-max model makes it possible to
estimate the a(. j) by (12).

a. j = max{Pr(Xt = w j|Xt−1 = wi),

. . . Pr(Xt = w j|Xt−n = wit−n )} (12)

The n-distant-avg model uses the following formula to
estimate a. j :

a. j =
n∑

k=1

Pr(Xt = w j|Xt−k = wit−k ) (13)

For the estimate of the probabilities b j(ot), it is given
by (14). DL(ot,w j) is the Damerau-Levenshtein distance
between the two words ot and w j.

b j(ot) = 1
/
[1 + (DL(ot,w j) + 2)2] (14)

2) Algorithm for Calculating the Optimal Path: To find

Figure 3. Viterbi algorithm for calculating the optimal path.

the global solution, we calculate the optimal path based on
the Viterbi algorithm described in Fig. 3 below. Given the
observation sequence ph and having estimated our HMM
parameters, we identify the best suggestions of correction
of all the misspelled words in ph. The input and the output
for the Viterbi algorithm are as follows:

Input:

• A sequence of observations ph = (o1, o2 . . . oT )

• The state spaces S k = {wk1 ,wk2 . . .wkm }

• An array of initial probabilities π = (π1, π2 . . . πm)

• The transition matrix A = (a. j) of size T xT

• The emission matrix B = (b j(ot)) of size T xm

Output:

• The most likely hidden state sequence best path =
(s1, s2 . . . sT )

• max path probability.

5. EXPERIMENTS AND RESULTS
In this section, we will present the implementation steps

of our approach as well as the results obtained. The first
step is to choose a training corpus for the estimation of the
parameters of our HMM. Then, we present the test corpus
from which we generate a set of erroneous words based on
the editing operations: deletion, insertion, substitution and
transposition. Finally, we draw up a performance compar-
ison of our correction method with the most widely used
methods in this direction.
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TABLE II. Number of entries by dictionary

Window size Number of entries

n=2 3,206,353
n=6 17,796,407
n=7 21,101,418

A. Pre-processing and Learning
For the evaluation of our method, we used the “Kalimat”

corpus [35] to train our HMM. This corpus is a set of
multidisciplinary documents covering a large number of
vocabularies of the Arabic language in different fields.
It contains approximately 20,291 articles and covers six
topics. For better use of this corpus, we proceeded to clean
it of punctuation marks, numbers, and characters from other
languages... Then, we extracted its vocabulary and gen-
erated bigram and n-distant bigram transition dictionaries
for different window sizes up to n = 10. After checking,
we retained the values n = 6 and n = 7 as being the
values achieving the best correction accuracy [15]. The
dictionaries contain transition probabilities (Table II). For
transitions not represented in these dictionaries, a very low
probability is assigned (to smooth the values). We used
a part of the corpus for the test. We constructed 1879
sequences each containing 30 words. A copy of this test
corpus was dedicated to the generation of spelling errors.
Each sequence contains randomly 3, 4 or 5 erroneous words.
In the creation of errors, we randomly chose the target
words to create different types of editing errors (deletion,
insertion, substitution and reversal). The targeted words are
not very short (three or more letters). To keep a minimum of
resemblance with the original word, a limit of three editing
operations is set as a maximum error to be made on each
word. In total we have 5642 erroneous words.

B. Evaluation
The development of automatic correction systems re-

quires a method of evaluating the results obtained and
comparing these results with other systems. The correction
operation often depends on the language used and its
scope. Thus, there is no generic method of performance
comparison. In this paper, we use the accuracy measurement
as the most commonly used evaluation method and the most
suitable for our case. Table III illustrates the correction
accuracy, for the first given suggestion, corresponding to the
single and global correction methods using the edit distance
and the language models: Bigram, 6-distant-avg, 7-distant-
avg, 6-distant-max and 7-distant-max.

We find that, for the first correction suggestion of
the single method, the best correction method is the one
using the 6-distant-avg language model with a correction
accuracy of 79.58%. On Table III, we notice that, for the
first correction suggestion of the global methods, the best
method of correction is the one using the 6-distant-avg
language model with an accuracy of 93.69%. Table IV
presents a comparison of the correction accuracies, for the

first position, between the best single method and the best
global method.

On Table IV, we can see that the global correction
method using the 6-distant-avg language model is the best
correction method with a difference of 14.11% accuracy
compared to the best single correction method with the
same language model. This clearly shows the advantage of
the global method in correcting spelling errors.

C. Comparison with two spell checkers
In addition to the evaluation of our method, we have

drawn up a comparison between the correction results ob-
tained by two spell checkers and our method, on a sample of
34 sentences each containing 2 to 4 erroneous words, with a
total of 103 errors. The spelling correctors used are: Google
Docs and ArabicCorrection (www.arabiccorrection.com).
Table V presents the obtained results.

The global method achieves a correction rate of 97.09%
against 52,43% for Google Docs and 10.68% for Ara-
bicCorrection. Note that Google Docs offers a suggested
correction by clicking on the erroneous word while Arabic-
Correction allow proposing to the user, for each detected
error, a list of correction candidates. As an example, we
consider the following sentence which contains 4 misspelled
words ( AëC��

J
	
k@ , @

�
éK. ñ� , Ag. Q

	
m�� ,


ðAJ
�

	
¯):

	
àA


	
¯ ú



ÍA
�
JËAK. ð AîD
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The correction given by our global method:
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The correction obtained for the global method corre-
sponds to the desired correction. The correction given by
the corrector of Google Docs, is as follows:
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TABLE III. Correction accuracy (%) for single and global methods

Edit distance Bigram 6-distant-avg 7-distant-avg 6-distant-max 7-distant-max
Single 24,16 67,09 79,58 79,14 78,06 77,9
Global 24,16 89,04 93,69 93,51 93,48 93,12

TABLE IV. Accuracy (%) of the best single and the best global
correction methods

Single Global
Language model 6-distant-avg 6-distant-avg

Accuracy 79,58 93,69

TABLE V. Comparison of correction results

G. docs Global ArCorr
# corrected errors 54 100 11

Accuracy (%) 52,43 97,09 10,68

We note that two accepted corrections are provided
for this sentence by the corrector of Google Docs. For
ArabicCorrection, the correction obtained by considering
the first suggestion of the correction lists is the following:
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For this sentence, ArabicCorrection does not give any
desired correction in the first position of the list of suggested
corrections. In this comparison sample, it is seen that our
method can provide the desired correction suggestion as a
first choice even for misspellings that have undergone more
than one editing operation.

6. CONCLUSION AND FUTURE WORK
In this paper, we have presented an effective method

able to correct spelling errors in Arabic textual documents.
It makes it possible to identify and correct globally and si-
multaneously several errors in a given context. This method
is inspired by several observed examples of sentences
containing spelling errors in which the desired correction
necessarily depends on the correction of other errors. In
most cases, the potential correction of each error is strongly
correlated to the words related to the given context. The

method uses n-distant bigram language models and HMMs
to globally correct spellings in its specific context. The
estimation of the model’s parameters was carried out on
an Arabic multipurpose corpus. Thus, the method has been
applied to the Arabic language, but it can be adapted and
applied to other languages. To assess the effectiveness of the
proposed method, we have conducted a set of experiments
on a test corpus. The results obtained are better than those of
the error-by-error correction method. The accuracy reaches
a rate of 93.69% for the solutions found in the first position
of the list of solutions proposed for each erroneous word.
The high-level correction accuracy of our method allows its
integration in many applications such as OCR and speech
recognition. As future work, the learning corpus can be
expanded to enlarge the representativeness of words and
further increase the accuracy of correction. Our method can
also be completed by including real-word errors using the
same language models. The consideration of the syntactic
layer in spelling correction is a third perspective of this
work.
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