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Abstract: Health is a basic human need. Increasing standard of life influences the quality of health. It demands health service providers
improve quality better service and provide satisfaction for consumers as health care users. Hospital as one of the means of health
services is required to improve the quality of services. The study found that customers tend to choose private hospitals over public
hospitals because of service factors. Public hospitals are gradually being abandoned. This is challenging for public hospitals to improve
services. One of the scientific techniques to know the level of public satisfaction with health services, especially hospitals, is to examine
the reviews from users. In this research, we use public mapping review as a data source. From the review, it can be known what topics
are mostly discussed specifically for various ratings. A suitable model is required to find out the topics in the review that have a low
rating so that it can be used as a suggestion for improving health services. Topic modeling is best achieved through the text mining
method. The study proposed the use biterm topic model suitable for short text in the reviews of the map platform. Short text reviews
are characterized by sparse data, the small number of words that appear as topic builders, and rare word contexts related to the topic.
The result shows that biterm topic model can produce topics with an acceptable combination of accuracy and performance. The model
with the addition of part-of-speech tagging on noun-only is unable to increase the accuracy of the model, compared to the one without
the addition of part-of-speech tag. However, the addition of part-of-speech tagging on noun-only can improve the performance of the
model.
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1. Introduction
Healthcare service is essential for human life. The in-

creasing standard of living influences the demand for better
health quality. This requires healthcare service providers to
alleviate the service quality standards and provide negligible
satisfaction for consumers as health service users [1]. Hos-
pitals as healthcare facilities and the institutions providing
health services, need to maintain the user centered quality
of service [2] that is always evaluated.

One study found that most people tend to choose
private hospital services [3], which confirms the common
sense amongst most patients. Thus, it is estimated that
government-owned hospitals will gradually be abandoned.
It is a challenge for public hospitals to improve services to
avoid this prediction.

One of the common ways to find out the level of
public satisfaction with health services in hospitals is to
use a public mapping review. This is because the public
map service gains more and more attention from users to
provide their reviews. The review provides the topics that

are mostly talked about and the selection of reviews with
low ratings, i.e. from one to three. This research proposes to
use the biterm topic model (BTM) [4] algorithm to extract
topics on short reviews in map services regarding hospitals.
The mapping review is a kind of systematic review. The
systematic review has strict requirements for stages, steps
and procedures [5]. The BTM algorithm is suitable for
modeling short text topics according to the authors in [6].
The main characteristic of short text documents is data
sparsity that leads to incomplete information. It also leads
to the fact that the number of words that build the topic is
usually only one, and there are few words that are related
to the topic.

We propose to use part-of-speech tagging for noun-only
which aims to improve the performance and accuracy of
the BTM model. We compare the use of noun-only and all
part-of-speech tags to provide the best model in term of
accuracy and performance. Python is chosen as a modeling
and implementation language to improve the flexibility and
visualization of analysis due to the wide availability of its
libraries.
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The paper is structured as follows. Section 1 introduces
the problem of topic modeling. Section 2 presents the liter-
ature review. Section 3 presents the proposed methodology.
Section 4 presents the data preprocessing and implementa-
tion. Section 5 presents the result and discussion. Finally,
section 6 provides the conclusion.

2. Literature Review
Topic modeling is gaining more interest amongst re-

searchers and practitioners following the popularity of ma-
chine learning and natural language processing techniques.
It is argued that the more techniques combined as composite
components the better the result obtained [7]. The previous
research conducted by [8] on topic modeling using latent
Dirichlet allocation (LDA) [9] and part-of-speech tagging
concluded that the topic modeling with the reduction of the
corpus by including only nouns can produce an equivalent
or even increased topic semantic coherence compared to the
one with the complete corpus. A similar empirical result for
topic modeling using LDA and part-of-speech tagging was
provided by another study in [10] that shows the increase
of performance by accommodating semantic and syntactic
information between two text documents.

Research by [11] concluded that the BTM method is
the best and most stable based on all coherence measures,
whereas the non-specific short text LDA model showed not
suitable without additional data pre-processing mainly due
to the data availability. Research by [12] concluded that
BTM is somewhat better than LDA and word network topic
model but worse than the topic keyword model for any
classification cases except for the book reviews data set,
which is characterized by relatively short documents that
seem to be better handled by BTM. Research by [13] using
BTM and K-Means concluded that experimental results on
a collection of short texts available on microblogs indicated
that this method could model topics effectively.

It is interesting to note that there are several variants
of BTM technique have been researched. A study by [14]
showed that a robust user sentiment biterm topic mixture
model extracted topics more coherent and informative. A
study by [15] experimented with a comparison between
clustering methods showing that short text modeling and
an improved single-pass algorithm using BTM increased
clustering efficiency. It was argued that this combination
could effectively solve the problem of data sparsity in short
texts. [16] proposed relational BTM to model short text
using word embeddings. The short text is scraped from
5.42 million documents on 2011 Text Retrieval Conference
microblog track and 3.37 million documents on Kaggle.
The analysis focuses on the question title variable that
results in the superiority of the algorithm compared to basic
topic modeling techniques. Authors in [17] found that the
proposed FastBTM that exploits hashtags and aliases on 16
million of 2011 tweets, 142,627 Yahoo answers, and Enron
emails from 150 users was able to reduce the complexity
of sampling during the BTM topic modeling from O(k) to

O(1).

Those previous works give us the motivation to im-
plement the BTM algorithm to extract topics from short
documents using the dataset from the mapping review that
are not yet presented in previous research. Moreover, this
research proposes to add part-of-speech tag to improve the
performance and accuracy of the model.

3. Methodology
BTM is a topic modeling technique that is generally

used for short text. The main idea behind the use of BTM is
to study the topic from documents that mostly contain short
text based on aggregated biterms throughout the corpus to
address sparsity issues in a single document. In particular,
the entire corpus is considered a mixture of topics, in which
each biterm is taken from a particular topic independently
[4]. Although there is another method of topic modeling on
short texts, such as LDA, it has been paved in the literature
review that BTM is superior. Hence, it is trivial to compare
BTM to other methods.

In most topic modeling methods, topics are represented
as interconnected groups of words where the relationship is
based on the pattern of word emergence. Conventional topic
modeling technique exploits word emergence patterns to
express the latent semantic structure of the corpus implicitly
by modeling word generation from each document. This
approach is very sensitive to the length of the document
because the pattern of word emergence in short documents
is incredibly rare and unreliable. If all the patterns of
word emergence on the corpus are combined, the frequency
becomes more stable and the correlation between words
becomes clearer. This is based on the underlying idea of
developing the BTM method.

According to [4], the first stage in the BTM
method is biterm extraction. A biterm is a pair
of non-sequential words that appear on a document.
For example, a short document with four words,
w1,w2,w3, and w4 combinatorially form three biterms
namely (w1,w2), (w1,w3), (w1,w4)(w2,w3), (w2,w4), and
(w3,w4).

Random initialization of the topic is given to each biterm
as the first step in this method. Furthermore, parameter
estimation is also required for the BTM method. This is the
process of sampling to obtain the value of the probability
distribution of the word on a particular topic and the
probability distribution of the topic on the document.

Output parameters estimation is obtained by a sampling
probability distribution. More specifically, BTM uses Gibbs
sampling [18] which requires an iteration. For each iteration
and each topic, random sampling is satisfied based on the
conditional probability distribution.

Once the iteration process for Gibbs sampling is com-
plete, BTM calculates the probability distribution of words
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Figure 1. Common Word Frequency

on a topic and the probability distribution of the topic
on the document. Each word on the corpus calculates
its probability distribution to the topic. Each document
calculated the probability distribution of its topic.

4. Implementation
The proposed steps in this research are data preparation,

model building, and evaluation. Data preparation is non-
trivial but time-consuming task. In this step, data are
collected, combined, transformed, and cleaned. In detail,
it includes checking for the completeness of the content,
looking at the dimension, reviewing the structure of the
input dataset, peeking into data, and checking for any
missing data based on a complete review. Python is chosen
to be a modeling language because it provides robust
libraries required in this research.

Dataset is gathered from the mapping review of Indone-
sian public hospitals which consists of 23 variables and
2,115 rows. Due to its high popularity in the region, the
review from public map service platform is chosen as a
platform in this study. Variable review text is used for
modeling and review rating is used for selection. During
data preparation, we use exploratory data analysis to help
observe data before continuing to the next step.

Figure 1 shows the words with the greatest frequency,
including the common words, such as dan (and), di (in),
saya (me), yang (who), tidak (not), and others. Some of
these words are part of the stopwords that will be eliminated
in the next process. The top two words with a frequency of
over 800 are the words dan (and) and di (in). To understand
better the frequency of the common words, the word cloud
visualization is presented in Figure 2.

We can examine the number of characters in each review
by using a histogram. This can give us a rough idea of the
length of the review. Figure 3 shows that the review consists
of from zero to 2,000 characters, with an average of fewer
than 300 characters. This is because short text tends to have

Figure 2. Common Word Cloud

Figure 3. Number of Characters in Each Review

fewer character in total.

To explore the review in more detail, it is necessary to
examine it at the word level. The number of words that
appear in each review ranges from zero to 200 words, with
the dominant number between zero and five words as shown
in Figure 4. This is because short text tends to have few
words in each sentence.

It is also important to examine the length of each word
in the review. The word length of the review is ranging from
two to 12 characters, with the most common length being
five characters as shown in Figure 5. This is because short
text tends to have short words on average. However, it is
interesting to note that not so many words with a length of
fewer than two characters. This can be inferred that there
are not many slang words used in the review.

Before the data cleaning process, the selection of re-
views that have a low rating (from one to three out of five)
is selected. In total, we obtained 855 reviews. The data
cleaning stage begins with the deletion of null, NA, or blank
data. After the deletion of these data, the total number of
datasets became 629 reviews.
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Figure 4. Number of Words in Each Review

Figure 5. The Average Length of Character in a Word

The next step is to remove emojis and eliminate punctu-
ation. It includes dots, commas, HTML characters, punctu-
ations in the form of other characters, and numbers. The
next process is converting all characters into lowercase
characters as required by most machine learning algorithms.

In the dataset, there are original sentences in English.
Since the focus of this research is the review in the
Indonesian language, the original English version of the
sentences is omitted. It also aims to prevent duplication of
data derived from the original sentence that is automatically
translated by a translation service as part of the feature in
the review platform.

The model preprocessing process consists of stem-
ming/lemmatization, tokenization, stopword removal, and
part-of-speech tag. We use customized stemming by elimi-
nating the suffix of the word. The tokenization is imple-
mented by using the wordtokenize function in Python’s
NLTK module, and stopword removal is implemented by

Figure 6. Part of Speech Tagging Frequency

using nltk.corpus.stopwords function in the Indonesian lan-
guage.

To improve the performance, there are 181 stopwords
added in this study based on personal justification as a
native of the Indonesian language. In the part-of-speech tag-
ging process, the library is NLTK CRFTagger set up for In-
donesian tagger namely pos-tagger-indonesia-model.tagger.
There is a need for manual adjustment on the results of part-
of-speech tagging, because several words were identified
with the wrong part-of-speech tag. This intervention is
unavoidable because of the lack of language resources for
Indonesian.

There is also a need to have a comprehensive illustration
of the result of part-of-speech tagging. In Figure 6, it can
be seen that nouns (NN) dominated the review followed by
verbs (VB) and adjectives (JJ). It can be inferred that the
focus of this research should be on NN, although the use
of the VB is quite promising, especially with the addition
of the dataset in the future. Moreover, it is important
to investigate further which NN mostly appears in the
reviews. Figure 7 shows that the words pasien (patient),
dokter (doctor), and pelayanan (service) are dominant in
the review.

The Biterm algorithm is implemented in the C++ pro-
gramming language and several parts of the algorithm are
in Python programming language. A different programming
language is required because there is a need to completely
execute in a shell script to support the trial-and-error
experiments.

For evaluating and visualizing the models, the authors
utilized several Python libraries, such as pandas, nltk,
numpy, matplotlib, scipy, and tmplot. Each library has
various roles in producing the best analysis results. It is also
important to note that the libraries need the latest version
to be installed.

The first implementation is the setting of the hyperpa-
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Figure 7. Word Frequency on Noun-Only Tagging Frequency

rameter by selecting a set of optimal parameters for algo-
rithmic learning. The hyperparameters used in this study
are alpha-beta values, number of iterations, and number of
topics. The model is created on top of the selected datasets
with noun-only tags and the overall datasets with all part-
of-speech tags.

Before training the model, it is necessary to set two
parameters α and β. Due to the large complexity of BTM
processing time, we use the parameter settings recom-
mended by [4], i.e. α = 50/k and β = 0.01. We proposed to
add two β values of 0.001 and 0.05 for experimental trial
and error with a fixed α value of 50/k.

The next step is the calculation of the number of topics.
It is necessary to ascertain the convergence of models for
all parameter settings. By calculating log-likelihood, we
can get the amount required for Gibbs sampling iterations.
Hence, it requires checking the convergence of each log-
likelihood model.

The number of topics K is initialized with the values
of 5, 10, 15, and 20, while the number of iterations is
initialized with the values from 10 to 200 with the mul-
tiplication of 10. The initialization process requires several
experiments to obtain these values.

By using parameters α = 50/k and β = 0.01 for
noun-only dataset, the perplexity value has reached a stable
condition at the 100th iteration as illustrated in Figure 8,
Therefore, 100 can be accepted as the suitable number of
iterations. With the same reasoning, it is found that the
perplexity value has reached a stable condition for all part-
of-speech tag dataset at the 100th iteration as illustrated in
Figure 9.

By using parameters α = 50/k and β = 0.001 for
noun-only dataset, the perplexity value has reached a stable
condition at the 110th iteration as illustrated in Figure 10.
Therefore, 110 is considered a suitable number of iterations.

Figure 8. Perplexity Trend with α = 50/k and β = 0.01 for Noun-
Only

Figure 9. Perplexity Trend with α = 50/k and β = 0.01 for All Part-
of-Speech

For all part-of-speech tag dataset, the perplexity value has
also reached a stable condition at the 110th iteration as
illustrated in Figure 11.

By using parameters α = 50/k and β = 0.05, for
noun-only dataset, the perplexity value has reached a stable
condition at the 110th iteration as illustrated in Figure 12.
Therefore, 110 is considered a suitable number of iterations.
For all part-of-speech tag dataset, however, the perplexity
value has reached a stable condition at the 100th iteration as
illustrated in Figure 13. Hence, it is interesting to highlight
the difference in this case.

Once the number of iterations is determined, the next
process is to calculate the number of topics. Conducting
several experiments to determine the number of topics is an
important stage to produce the best model. A good model is
one with a low perplexity value. In other words, the lower
the perplexity value the better the model accuracy.

Figure 10. Perplexity Trend with α = 50/k and β = 0.001 for Noun-
Only
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Figure 11. Perplexity Trend with α = 50/k and β = 0.001 for All
Part-of-Speech

Figure 12. Perplexity Trend with α = 50/k and β = 0.05 for Noun-
Only

We determine the number of topics by arbitrarily ap-
plying an initial minimum value of two and a maximum
value of ten topics. These numbers of topics are selected
because the datasets are relatively small, and the documents
are relatively short.

If more topics are selected, there is a possibility of a
repeated occurrence of several words within the same topic.
Hence, the evaluation metric is required to measure how
good the topics can be interpreted by human. This paper
proposes to use coherence score as the evaluation metric.
Based on the experimental trials the emerging coherence
value is recorded for analyzing its value trend. Therefore,
the number of selected topics is the number of topics with
the highest coherence score at the end of the process.

By obtaining the values of α, β, and the number of
iterations from the previous step, the maximum coherence
score for noun-only is -44.27 with two topics. On the other
hand, for all part-of-speech tag dataset with the specified
values of α, β, and the number of iterations obtained from
the previous step, the maximum coherence score is -43.47
with the number of topics being two. A summary of all

Figure 13. Perplexity trend with α = 50/k and β = 0.05 for all part-
of-speech

Figure 14. Probability of Words for Noun Only in Topic 0

parameters used in the model can be seen in Table I.

5. Results and Discussion
Once the parameters are determined to get the most

out of the topic, the next process is to look at the results
of topic modeling. In the noun-only dataset, there are ten
most relevant words identified by the probability of words
in each topic as illustrated in Figure 14. Topic 0 consists
of the words dokter (doctor), pasien (patient), pelayanan
(service), jam (hour), rs (hospital), suster (practical nurse),
bpjs (national insurance), perawat (nurse), obat (medicine),
antrian (queue).

For Topic 1, the result is shown in Figure 15. It consists
of the words dokter (doctor), pasien (patient), pelayanan
(service), rs (hospital), suster (practical nurse), jam (hour),
bpjs (national insurance), obat (medicine), parkir (park),
perawat (nurse).

To grasp the overall trend, the topic distribution is
required. The topics distribution in the noun-only dataset is
52.89% of documents in topic 0 and 47.11% of documents
in topic 1 as shown in Figure 16.

http:// journals.uob.edu.bh

http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. 13, No.1, 1097-1106 (Apr-23) 1103

TABLE I. Model Parameters

Part-of-Speech α β Iteration Number Coherence Score Topic Number

Noun only 50/k 0.01 100 -44.27 2
0.001 110 -44.31 2
0.05 110 -44.45 2

All part-of-speech 50/k 0.01 100 -46.42 2
0.001 110 -43.47 2
0.05 100 -46.98 3

Figure 15. Probability of Words for Noun Only in Topic 1

In the all part-of-speech tag dataset, there are ten most
relevant words identified by the probability of words in
each topic as illustrated in Figure 17. Topic 0 consists
of the words dokter (doctor), pasien (patient), jam (hour),
pelayanan (service), rs (hospital), bpjs (national insurance),
suster (practical nurse), poli (clinic), antrian (queue), and
obat (medicine).

For Topic 1, the result is shown in Figure 17. It consists
of the words pasien (patient), pelayanan (service), dokter
(doctor), rs (hospital), suster (practical nurse), perawat
(nurse), bpjs (national insurance), tolong (assist), buruk (low

Figure 16. Topic Distribution for Noun Only Dataset

quality), jam (hour).

On the other hand, the topics distribution in the all part-
of-speech tag dataset is 42.16% of documents in topic 0
and 57.84% of documents in topic 1 as shown in Figure
18.

The model is evaluated through an analysis of previous
input parameters to compare the accuracy and performance
of models on the noun-only dataset and the dataset of all
part-of-speech tags. The first scenario for this comparison
is by using the same parameters as in the noun-only and
all part-of-speech tag datasets, and the second one is by
using the optimal parameters from each noun-only and all
part-of-speech tag datasets.

The first scenario uses the same parameter for both
datasets i.e. α = 50/k, β = [0.01, 0.001, 0.05], number of
topics = [2,3,. . . ,10], and number of iterations = [10,20,..,
200], it was obtained that the average coherence score for
noun-only dataset is -50.31, while average coherence for
all part-of-speech tag dataset is -49.03. It means that all
part-of-speech tag dataset has a higher coherence score.
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Figure 17. Probability of Words for All Part-of-Speech in Topic 0

TABLE II. The First Scenario of Model Comparison Using the Same
Parameters

Metrics Noun Only All Part-of-Speech

Model Accuracy -50.31 -49.03
(Coherence Score)
Processing Time 1.49 3.23

(Seconds)

The average time required for model creation for noun-only
dataset is 1.49 seconds, while the one for all part-of-speech
tag dataset is 3.23 seconds. It means that noun-only dataset
has a better performance. The first scenario comparison is
summarized in Table II.

In the second scenario, the optimal parameters for noun-
only dataset are 50/k for alpha value, 0.01 for beta value,
two for the number of topics, and 100 for the number of
iterations. These parameters are considered optimal because
the experiment obtained an average coherence score of
-44.2713035. For the all part-of-speech tag dataset, the
optimal parameters are 50/k for the α value, 0.001 for the
β value, two for number of topics, 110 for and number of

Figure 18. Probability of Words for All Part-of-Speech in Topic 1

TABLE III. The Second Scenario of Model Comparison using
Optimal Parameters

Metrics Noun Only All Part Of Speech

Model Accuracy -44.27 -43.47
(Coherence Score)
Processing Time 1.01 2.47

(Seconds)

iterations. The use of these parameters was able to achieve
the average coherence score of -43.47. It means that all
part-of-speech tag dataset has a higher coherence score.
For performance analysis, the model creation for noun-only
dataset took 1.01 seconds, while the one for all part-of-
speech tag dataset took 2.47 seconds. It means that noun-
only dataset has a better performance. A summary of the
second comparison scenario can be seen in Table III.

Based on the two comparison scenarios, it can be
concluded that BTM algorithm method to produce the topic
modeling for reviewing the public hospital dataset extracted
from mapping review service platform has acceptable accu-
racy and performance value. The result can be utilized by
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Figure 19. Topic Distribution for All Part-of-Speech Dataset

the health service provider to focus on the topics modeled
in this research. Hence, the improvement of the service
is oriented to the service user satisfaction. However, the
topic creation using BTM algorithm by tagging noun-only
is unable to increase the accuracy value significantly. This is
because the NLTK part-of-speech tagger used in this study
is in Indonesian which has a limited language resource.
Hence, there is a need to have eminent natural language
processing research that produces a much better part-of-
speech tagger for the Indonesian language.

Drawing from the existing research [19], it can be in-
ferred that Indonesian tag sets are currently not standardized
and the number of Indonesian post tagger libraries are much
less than the number of English post taggers. By using
English, it is believed that the data can be appropriately
labeled so that the BTM algorithm with an additional noun-
only tagging approach can produce better performance and
accuracy.

Another possible reason is that there are words that
have not been properly labeled. This is because the review
dataset contains a lot of informal or incomplete words, in

contrast to the news datasets that use a standard language. It
is expected to have more intensive data cleaning, although
there is no robust technique that can solve the problem of
document analysis written in informal language to the best
of our knowledge. It is interesting to note, however, that the
addition of noun-only selection could improve the overall
performance, because the number of processed words is
less than the one for all part-of-speech tags. Therefore, it
increases efficiency by reducing the modeling time.

6. Conclusion
This research proposed to use the BTM algorithm

method to produce the topic modeling that has satisfiable
accuracy and performance value. The addition of noun-only
tags to the algorithm has not been able to increase the
accuracy value of the model due to several factors, such
as the low quality of the latest part-of-speech tagger in
the Indonesian language, and inappropriate word labeling
influenced by informal language writing. However, the
addition of noun-only tags to the algorithm can satisfy
the performance requirement of the model by reducing the
processing time. This research is expected to contribute to
upgrade health services, especially in public hospitals, by
focusing on the topic model obtained by the result.

For future work, the intensified data cleaning process
for incomplete words is expected to influence performance
improvement, although currently there is no robust tech-
nique that can solve the problem of document analysis
written in informal language to the best of our knowledge.
Moreover, upgrading the Indonesian part-of-speech tagger
library is a must to have better topic modeling research in
the Indonesian language. Another possible approach is to
translate all reviews into English during data preparation. It
is also suggested to have another dataset as a comparison
when there will be another popular mapping review service
platform.
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