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Abstract: Iris texture is one of the most secure biometric characteristics used for person recognition, where the most significant step in
the iris identification process is effective features extraction. Deep Convolutional Neural network models have been achieved massive
success in the features extraction field in recent years, but several of these models have tens to hundreds of millions of parameters,
which affect the computational time and resources. A lot of systems proposed in the iris recognition field extract features from
normalized iris images after applying many pre-processing steps. These steps affect the quality and computational efficiency of these
systems; also, occlusion, reflections, blur, and illumination variation affect the quality of features extracted. This paper proposed a new
robust approach for iris recognition that locates the iris region based on the YOLOv4-tiny, then it extracts features without using iris
images’ pre-processing, which is a delicate task. In addition, we have proposed an effective model that accelerated the feature extraction
process by reducing the architecture of the Inception-v3 model. The obtained results on four benchmark datasets validate the robustness
of our approach, where we achieved average accuracy rates of 99.91%, 99.60%, 99.91%, and 99.19% on the IITD, CASIA-Iris-V1,
CASIA-Iris-Interval, and CASIA-Iris-Thousand datasets, respectively.

Keywords: Iris recognition, Deep Learning (DL), Transfer Learning (TL), Convolutional Neural Network (CNN), Pre-trained
Inception-v3, YOLOv4-tiny

1. Introduction
Biometric systems have grown rapidly in recent years,

where they have been used in many applications such as
mobile phones, database access, financial services, access
control, and military fields. Users in biometric systems do
not need to carry any traditional proofs such as PIN codes,
passwords, and ID cards, because these proofs may be
stolen or forgotten [1]. Biometric systems have replaced
the traditional proofs by physical and behavioral traits of
users such as voice, ear, fingerprint, face, hand geometry,
iris, and DNA [2]. The human iris texture patterns are
universally unique biometric features and invariant for every
human over time [3]; they are distinct even between twins
[4]. Accordingly, iris recognition is one of the most secure
biometric techniques. It was used in many applications
requiring high-security levels, such as banking, military
fields, and border security control.

Recently, Deep Learning, precisely Convolutional Neu-
ral Networks (CNN), has achieved massive success in
the Computer Vision field [5], [6]. The iris recognition
approaches have benefited from this success, where several
methods were proposed based on Deep Learning, such
as iris detection [7], iris segmentation [8], [9], feature
extraction [10], [11], and iris recognition [12], [13].

Despite the attempts of researchers to use Deep Learning
to develop the iris recognition field, these attempts remain
few due to the great importance of iris recognition tasks in
several fields. The disinterest of researchers in this field is
due to the absence of very large databases available for
researchers. For achieving good performance with Deep
Learning, we need a massive amount of training data. But
the largest available iris dataset is the ND-CrossSensor-
2012 database [14] which composes only 117,503 images.
This number is tiny to train a deep neural network that
contains millions of parameters from scratch. To overcome
this challenge, researchers applied Data Augmentation (DA)
and Transfer Learning (TL) in many previous studies. Data
augmentation is a technique applied to increase the amount
of the training set by using different transformations such
as image rotation, scaling, vertical or horizontal mirroring,
zooming, etc. Transfer learning is a machine learning algo-
rithm that uses knowledge learned while solving one task to
help another related task [15], where there are two popular
methods in transfer learning that have been used in the
iris recognition field. The first one has used the off-the-
shelf features extracted from one task directly on the iris
recognition task without any modification; on the contrary,
in the second method, we train the pre-trained model on
the new training set (iris images dataset) to fine-tune the
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features to adapt with the new task.

A. Related work
Several approaches have been proposed for iris recog-

nition in recent years. We will focus on some of these
approaches in this paper.

Winston and Hemanth [16] proposed two modified
Self Organising Map (SOM) used for iris classification.
However, the classifier performance did not get a high
result, where it achieved a 98.8% accuracy rate on the IITD
database. In addition, Dua et al. [17] suggested a system
of iris recognition based on the circular Hough transform
to segment irises and Daugman’s rubber sheet model to
create the Rectangular Iris Images. Then they used the Log-
Gabor filter to generate a unique iris code. Finally, they
used neural network structures for the classification. The
proposed system gets an accuracy of 97 % on CASIA-Iris-
V1.

Recently in 2022, Abdo et al. [18] proposed an iris
recognition system based on the Fuzzy Local Binary Pat-
tern [19] to extract features, in which the FLBP is an
extension of the LBP that applies fuzzy logic to build
the local patterns. The system used multiple classifiers in
the classification task, where the SVM achieved the best
accuracies. Khotimah and Juniati [20] proposed a system
for iris recognition based on three steps, the first step
normalized the iris image into a rectangular block by using
the Hough transformation and Daugman’s rubber sheet
model, the second step extracted the characteristics of the
iris based on the box-counting method, and finally used
the K-Nearest Neighbor (KNN) for the classification. The
proposed system achieves an accuracy rate of 92,63 % on
the CASIA-Iris-Interval.

A new technique for iris recognition based on Histogram
Equalization and Discrete Cosine Transform (DCT) was
proposed. This technique used The Circular Hough Trans-
form algorithm to localize the iris region and then used
Daugman’s rubber sheet model to normalize iris images.
The authors [21] applied Histogram Equalization on the
normalized iris image to obtain a well-distributed texture
iris image before extracting features by Discrete Cosine
Transform (DCT). For the classification task, they used
multi-class SVM. They also implemented Discrete Wavelet
Transform (DWT) and Local Binary Pattern (LBP) to com-
pare their accuracy to extract features with (DCT). This
technique achieved an excellent accuracy rate compared
with LBP and DWT, but its accuracy is lower than existing
state-of-the-art techniques .

Abdalla et al. [22] extracted the features from the
normalized images using a combination of DWT and DCT
techniques, then used multi-class SVM for the classification.
The proposed approach achieved an accuracy rate of 97 %
on the CASIA-Iris-Interval, where 400 iris images are used
for training and 300 images used for testing.

Minaee et al. [23] proposed a system for iris recognition
by using pre-trained VGG-NET to extract features, and then
the authors used the multi-class SVM for classification. The
proposed system achieved 99.4% and 90% accuracy rates on
the IITD and CASIA-Iris-Thousand datasets, respectively.
Alaslani [24] proposed a system for iris recognition that
used canny edge detection and circular Hough to seg-
ment iris images and the rubber sheet model to normalize
them and then extract features from the segmented and
normalized images using the pre-trained CNN (AlexNet).
The proposed system used the multi-class SVM for clas-
sification. This system achieved a high accuracy with the
segmented iris images compared to the normalized images.
Furthermore, Alaslni et al.[25] proposed an iris recognition
system based on transfer learning; the proposed system fine-
tuned the pre-trained VGG16 and used them for features
extraction and classification. This system tested with four
datasets contains just 60 classes in each dataset. The accu-
racy rate of this system is 95% in the CASIA-Iris-Thousand
dataset and 91.6% in CASIA-Iris-Interval datasets.

Arora and Bhatia [26] proposed a Deep Learning ap-
proach for iris identification and verification. The authors
used the Circular Hough transform to localize the iris in
the image. Then they used a proposed deep CNN to extract
features from localized iris followed by a Softmax classifier.
But only one dataset was used to test this approach. The
proposed approach achieves 98% on the IITD database split
into training, test, and validation sets (60/20/20%). Yifeng
Chen et al. [11] proposed a novel loss function called Tight
center, and they tested this loss function with Tiny VGG,
MobileNet, and ShuffleNet on three available databases.
The proposed method could achieve an excellent accuracy
rate on large datasets, but their accuracy degrades on small
datasets. In additon, Sujana and Reddy [27] proposed a
Convolutional Neural Network (CNN) to extract features
from the normalized iris image. The proposed CNN trains
from scratch on two different datasets, namely IITD and
CASIA-Iris-V1; the suggested model achieves 98.05% and
95.04%, respectively.

Recently in 2022, Shanto et al. [28] proposed an iris
segmentation and recognition system. The system used
the Circular Hough Transform (CHT) and Canny Edge
Detection to segment iris images. In addition, the au-
thors proposed a CNN model to extract features from
the segmented images. The proposed model contains three
convolution layers, in which a max pooling layer follows
each convolution layer. Moreover, for the classification task,
the CNN used a flattened layer followed by three layers:
dense, dropout, and softmax.

Kranthi Kumar et al. [29] suggested an iris recogni-
tion approach based on mini VGG architecture. The deep
CNN proposed trains from scratch on the CASIA-Iris-V1
database to extract the best features from the normalized
iris images. The proposed approach achieves an accuracy
rate of 98%. In 2022, Hassan et al.[30] proposed an iris
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recognition system based on CNN features. The proposed
system used the Circular Hough Transform (CHT) in the
segmentation task, and the Duagman Rubber-Sheet Model
was applied in the normalization. Then, a proposed CNN
model is used to extract the features from the normalized
irises. The proposed CNN contains four convolution layers,
and each layer has been followed by a max-pooling layer,
except the fourth that followed by a fully connected layer.
Finally, the system used an SVM classifier to categorize the
extracted CNN features.

Shanbagavalli et al. [31] proposed an approach for
iris identification based on Emerging Mixed Convolutional
and Adaptive Residual Network (EMiCoAReNet). The first
phase in this approach is the data augmentation using
different techniques such as rotation, cropping, flipping, and
Color space transformations. The second phase is the iris
feature extraction using a modified Gabor Filter. Finally,
they used EMiCoAReNet to extract more features and
used it for the classification task. The suggested approach
achieves an accuracy rate of 95.2% on the CASIA-Iris-
Interval dataset.

Gangwar and Joshi [32] proposed a Deep Convolutional
Neural Network called DeepIrisNet. It composes eight con-
volutional layers followed by three fully connected layers.
DeepIrisNet trained from scratch on some datasets, and it
gives acceptable accuracy rates. The experiments in the
paper [33] were based on five pre-trained deep CNN (
VGG, AlexNet, ResNet, Google Inception, and DenseNet)
to extract the features and use multi-class SVM for the
classification. This approach was tested on two databases
CASIA-Iris-Thousand and LG2200 dataset, by splitting the
normalized images into training and testing datasets (70%
for training and 30 % for testing).

Chakraborty et al. [34] suggested a texture-aware
lightweight for deep CNN-based iris recognition. The pro-
posed work is applied to the CASIA-Iris-thousand database
and achieved a recognition rate of 94.7%, where this
database contains 20000 images that have been split into
training and test sets (80/20%). Moreover, an integrated
framework using DL features was presented by Jayanthi
et al. [12]. This framework was used for iris detection,
segmentation, and recognition. The authors [12] used differ-
ent pre-processing techniques such as Gamma correction,
Median filtering and Bottom Hat filtering. For the iris
localization, they used Hough Circle Transform. Finally,
the authors used Mask R-CNN for iris segmentation and
recognition.

Recently in 2022, Zambrano et al. [35] proposed a new
iris recognition system based on a pre-trained CNN that
extracts features from the iris images after applying many
pre-processing stages. The proposed system used a pre-
trained CNN that trained on the ImageNet dataset without
fine-tuning that on the new iris datasets. In addition, based
on a new ConvNet deep neural network, Jia et al. [36]

proposed an iris recognition system. The system correlates
the features extracted by many convolutional layers based
on a multi-level interaction method. In addition, the system
applied a mask network to exclude the noisy factor; this net-
work has remarkably improved the system’s performance.

Though the existing methods achieved an acceptable
accuracy for iris recognition, many issues remain to be
further addressed. We find that most systems apply many
pre-processing steps to create a normalized iris image for
use in the recognition process; these pre-processing steps
affect the quality and computational efficiency of these
systems. Furthermore, the high computational complexity
in the feature extraction step, where several methods used
deep CNN, contains tens to hundreds of millions of pa-
rameters. In addition, we find that some studies focused
on iris recognition in large publicly available datasets, and
others concentrated on small datasets. We also found some
approaches evaluated on large and small datasets, but these
approaches’ performance decreased in one of these datasets.
Also, some proposed systems evaluated on small datasets do
not contain any main challenges that affect iris recognition.
Other techniques have been evaluated on datasets containing
a small number of classes.

B. Motivations and contributions
This work aims at proposing a robust and effective

automatic iris recognition approach based on Deep Learn-
ing. Our approach makes the following contributions to
overcome the limitations mentioned above:

• First, our proposed approach recognizes iris images
after iris localization, without iris segmentation and
normalization required by the iris recognition systems
suggested in the literature [12], [32], [33]. That
speeds up the iris recognition process and saves many
computing resources.

• Second, we use a part of inception-v3 architecture
pre-trained on ImageNet to extract features from the
detected irises. We used the off-the-shelf inception-v3
features without fine-tuning them on the iris images
datasets. The most significant benefit of these off-
the-shelf features is saving training time and not
needing a lot of data. Also, we reduced the model’s
complexity because we used just part of the inception-
v3 architecture.

• Third, our proposed approach was validated us-
ing four benchmarks of different sizes, which con-
tained different iris recognition challenges such as
occlusions due to eyelash/ /glasses /eyelid, spec-
ular reflection, illumination variation, pupil dila-
tion/constriction, and blur.

The main sections of this paper are organized as follows:
We present a background on some popular Deep CNN
models in section 2. The proposed approach is presented
in section 3. Section 4 shows detailed experimental results
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with a comparison to the previous approaches. Finally, the
paper concluded in Section 5.

2. Background
Deep Convolutional Neural Networks (CNN) achieved

good performance in several fields, precisely in image
classification and object detection. This section will review
five popular models; we will first start with four models
used in image classification (AlexNet, VGG16, ResNet50,
and Inception-v3). Then, we will review the YOLO network
used for object detection.

A. AlexNet
AlexNet is a Deep CNN proposed by Krizhevsky et

al. [37] achieved high accuracy in the largescale ILSVRC
challenge, where it outperformed other handcrafted meth-
ods. Eight layers were designed AlexNet: five convolutional
layers, two of them not followed by max-pooling layers,
and three fully-connected layers in the end. This paper used
this deep CNN model to compare its accuracy rate with our
proposed approach.

B. VGG 16
Simonyan end Zisserman [38] proposed a Deep CNN

model called VGG16. This model achieved top-5 test ac-
curacy of 92.7% on the ImageNet dataset. The VGG16
model used smaller filters (3 × 3) in the convolutional
layer, reverse the AlexNet model that used (11 × 11 and
5 × 5) filters to improve performance. This Deep CNN
model contains 13 convolutional layers, followed by ReLU,
five max-polling layers, and three fully connected layers,
followed by ReLU. The VGG16 model has been widely
implemented due to its good generalization performance
and simplicity. In this paper, we used VGG 16 model to
compare its performance with our proposed approach.

C. ResNet50
He et al. [39] introduced the notion of residual connec-

tion to ameliorate the gradient flow in the network, where
it establishes a shortcut path to bypass signal from block to
the next block. The proposed ResNet-50 is a Deep model
containing 48 convolutional layers, one 3x3 max-pooling
layer, and a fully connected output layer; the number of
parameters in ResNet50 is much smaller than VG16 and
AlexNet. Also, we used this model in the experiments to
show the efficiency of our proposed approach.

D. Inception-v3
The Inception-v3 model is proposed in [40]; Inception-

v3 achieved high accuracy in object classification compared
with Inception-v1 [41] and Inception-v2 [42] models, where
it achieved an error of top 5 equal to 3.5 % on the Ima-
geNet dataset. The inception-v3 model contains 46 layers,
consisting of 11 Inception modules. Convolutional filter
(1×1) is widely used in Inception-v3 to accelerate training
speed, reduce the number of parameters, and reduce feature
channels number. Briefly, in the object classification field,
the state of the art is Inception-v3 [43].

E. YOLO
The YOLO (You Only Look Once) is an object detection

network that achieved promising results in several tasks,
such as face detection [44], medical face mask detection
[45], iris detection [46]. Several models of YOLO have
been proposed in the last years; the two most popular
models are YOLOv4 and YOLOv4-tiny. YOLOv4 [47]
is an object detection algorithm that achieved the best
relation between speed and accuracy, where it has been
optimized the network training, backbone, loss function,
and activation function compared to YOLO-V3. To reduce
the parameters, simplify the network structure, and improve
real-time object detection, a light model called YOLOv4-
tiny [48] was proposed based on YOLOv4. The YOLOv4-
tiny model achieved extremely high speed compared with
other YOLOv4 models.

3. Proposed Approach
The architecture of our proposed approach for iris

recognition based on fine-tuned YOLOv4-tiny model and
off-the-shelf inception-v3 features is shown in Figure 1.

We discuss the development of our proposed iris recog-
nition approach in three parts: iris detection and cropping,
features extraction, and classification.

A. The iris localization stage
In this stage, we localize and crop the iris region and

input it into the CNN model. We used the iris region instead
of the entire eye image to increase accuracy. To detect
the iris region, we fine-tuned the YOLOv4-tiny model pre-
trained on the MS COCO dataset, in which we annotated
and used 400 iris images (70% Training, 20% Testing, and
10% Validation) selected from four different databases in
this fine-tuning. The model was fine-tuned for 2000 epochs
and has been able to achieve an iris detection accuracy
rate reached to more than 98%. Figure 2 observed some
examples of iris localization obtained based on the fine-
tuned pre-trained YOLOv4-tiny. After the localization step,
we cropped and resized all iris images to 299x299 and
used it as an input in the CNN model to extract features,
where the average size of the iris images after cropping is
approximately 210x210 pixels.

B. The feature extraction stage
The inception-v3 achieved an accuracy rate of 94.4%

in the ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC), where it outperformed famous deep CNN
models like AlexNet [37], VGG16 [38], and ResNet [39].
Recently, the inception-v3 [43] model was applied in several
classification tasks and achieved high success [49], [50]. In
this paper, we used the pre-trained Inception-v3 model to
extract features, where we used a part of the off-the-shelf
Inception-v3 model without any training. The Inception-v3
was pre-trained on the ImageNet database to classify 1 281
167 images into 1000 classes. The pre-trained Inception-v3
model needs an input image of size 299x299x3. It consists
of a series of 11 inception modules. In our approach,
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Figure 1. The architecture of our proposed approach.

we used only the first five inception modules to decrease
the complexity of the proposed approach and increase its
accuracy rate. We used five inception modules because we
remarked that the accuracy rate dramatically degraded when
we use less than five modules. Finally, and before the
classification step, we applied Avgpool and PCA [51] to
reduce the dimensionality.

C. Classification
Classification is the last step in the recognition process.

It is used to assign a label to each test image.

Several types of classifiers were proposed and got
excellent results in the literature, such as Support Vector
Machine, Decision Trees, Random Forests, and Softmax
Regression.The SVM classifier is a powerful tool for match-
ing biometric features [18], [52], where it achieved a high
accuracy rate in several iris recognition systems [18], [33],
[21].

In our proposed approach, we used a fast and simple
SVM algorithm called Linear Support Vector Classification
(LinearSVC) [53].

LinearSVC is one of the most appropriate Machine
Learning methods [54]. It is a type of SVM that adopts
the term ”one-vs-all,” where LinearSVC uses a linear hy-
perplane between a class and the rest of the classes. The
LinearSVC seeks to maximize the distances between a class
and the other classes relying on the support vectors and the
dimensional transformation.

Figure 2. Samples of iris location obtained from four different
databases.

4. Experiments
This work proposed an approach for iris recognition.

The recognition accuracy rate of the proposed approach
was evaluated on four public datasets (IITD, CASIA-Iris-
V1, CASIA-Iris-Interval, CASIA-Iris-Thousand) collected
under different conditions by applying five-fold Cross-
Validation (5-fold CV), to involve all the parts of the
databases for training and testing to obtain representative
result (we utilized a class from scikit-learn called Stratified-
KFold with enabling the shuffle attribute and random state
= 42). Also, we illustrate the performance of our approach
by comparing their accuracy rate with some popular Deep
Learning models and some state-of-the-art methods.

A. Data sets
1) IIT Delhi database

IIT Delhi [55] is an iris database that comprises 2240 iris
images captured from 224 users from the students and staff
at IIT Delhi (176 males and 48 females, their ages are about
14-55 years). IITD was collected using JPC1000, JIRIS, and
digital CMOS cameras, under non-ideal conditions such as
blur, specular reflections, eyelashes, and eyelids occlusion.
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Figure 3. Samples from the IITD database.

Figure 4. Iris images from the CASIA-Iris-V1 database.

The resolution of the IITD iris images is 320×240 pixels.
Some samples from the IITD database are shown in Figure
3.

2) CASIA-Iris-V1 database
CASIA-Iris-V1 [56] was the first openly accessible

irises database, collected by the National Laboratory of
Pattern Recognition, Institute of Automation, CASIA. This
database contains 756 iris images from 108 different eyes.
For each eye, seven images were captured in two sessions
(3 samples in the first session and 4 in the second session).

CASIA-Iris-V1 was collected using a custom NIR cam-
era. The pupil of iris images was edited with a circular
region of a constant intensity value to mask out the specular
reflections. The resolution of the CASIA-Iris-V1 images
is 384×256 pixels. Figure 4. shows some images from
the CASIA-Iris-V1 database containing occlusions due to
eyelashes/ eyelids.

3) CASIA-Iris-Interval database
CASIA-Iris-Interval [57] is an iris image dataset com-

prises 2,655 images from 395 eyes of 249 individuals was
collected using the same sensor as CASIA-Iris-V1, using
a strong illumination to obtain a very rich iris texture.
The CASIA-Iris-Interval introduced some challenges such
as occlusions due to eyelashes/ eyelids, specular reflection,
and pupil dilation/constriction. The number of simples was
not fixed for each class (eye). CASIA-Iris-Interval contains
153 classes with an image number of seven; these classes
are selected to be used in this study. The resolution of
the CASIA-Iris-Interval images is 320×280 pixels.Some iris
images from this database are shown in Figure 5.

Figure 5. CASIA-Iris-Interval database.

Figure 6. Samples from the CASIA-Iris-Thousand database.

Figure 7. The result of cropped, segmented, and normalized iris
images. (a) detected iris and pupil boundary, (b) cropped iris region,
(c) segmented iris, (d) normalized iris.

4) CASIA-Iris-Thousand database
CASIA-Iris-Thousand [58] is an iris image dataset that

contains 20,000 images from 2000 eyes of 1000 persons;
there are ten right and ten left eyes images for each
person. It was collected using the IKEMB-100 camera
manufactured by IrisKing.The resolution of the CASIA-Iris-
Thousand images is 640×480 pixels.

This database was the first openly accessible irises
database containing one thousand different people. It is
highly useful to evaluate new recognition models with
this dataset, where iris recognition is a more challenging
task because some images contain eye-glasses, pupil di-
lation/constriction and strong specular reflections, which
expand the intra-class variation. We can see some samples
from the database in Figure 6.

A summary of iris databases used in our experiments is
presented in Table I.

B. Experimental result
We have accomplished several experiments to prove the

proposed approach’s robustness, where we divided this sec-
tion into three sub-sections. We used the iris region images
in the first sub-section (main experiments). In addition, we
used segmented and normalized iris images in the second
sub-section (additional experiments). Figure 7. shows three
types of iris images used in our experiment (b, c, d). In the
third sub-section, we compared our results to state-of-the-
art methods.

1) Main experiments
We evaluated our approach on four public datasets

collected under different conditions, where we used iris
region images localized based on the YOLOv4-tiny model.

In this section, we accomplished four experiments on
each database. In the first experiment, we computed the
accuracy rate of our proposed approach.

In the second, we trained some popular deep CNN
models from scratch to compare their performance with
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TABLE I. Overview of iris databases used in our experiments, Where ”/” signifier the no existence of challenge, ”+” signifies the existence of the
challenge and ”++” signifies that the challenge degree’ is high.

Dataset Occlusions Reflecions Illumination Blur Resolution Classes×simples

IITD + + / + 320×240 224×10
CASIA- Iris-V1 + / / / 384×256 108×7

CASIA-Iris-Interval + ++ + / 320×280 153×7
CASIA-Iris-Thousand ++ + ++ / 640×480 2000×10

Figure 8. Samples from the IITD database after applying the Data
Augmentation technique.

the performance of our approach. We used the deep CNN
models without any modification only in the output layer,
where we changed the number of neurons to equal the
number of classes in the dataset.

In the third experiment, to improve the accuracy rate of
the deep CNN models, we augmented the training set using
data augmentation techniques. We used different geometric
transformations in constant fill mode: height and width
shifting in ranges 0.2, rotation in the range of 15 degrees,
and zooming in the range of 0.15. Figure 8 illustrates some
iris images generated by data augmentation from the IITD
database.

In the fourth, we used the ImageNet pre-trained models
to achieve more performance, where we trained only the
classification layers. Before we started, we presented a
summary of the architectures used in our experiments. (see
Table II)

a) Experiment on ITTD database

The IITD database is selected to test and evaluate our
proposed approach because their iris images it captured
under different conditions such as reflections, occlusions,
and blur. Our approach obtained a high accuracy rate on
the IITD database (99.91%). (See Figure 9), where it failed
to recognize only two iris images among 2240 testing
images. The two images were captured under very bad
conditions: blur and eyelashes occlusion, Figure 10. shows
these images.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch:

We trained the models from scratch on the IITD
database, where the Inception-v3, AlexNet, and ResNet50
achieve an acceptable accuracy rate compared to VGG16,
in which Inception-v3 achieved 97.25%, AlexNet and
ResNet50 achieved 97.68% and 97.48%, respectively. Still,
our proposed approach accuracy rate is better than their
accuracy, where our approach achieved 99.91%. For more
details, see Figure 9. The models trained from scratch failed
to achieve a high accuracy because the database used for
training is small, but the deep CNN models require a large
amount of data.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
Data Augmentation:

We trained the models on the IITD database with data
augmentation; the performance of Inception-v3 with data
augmentation is improved compared with the accuracy
rate obtained without data augmentation, where it achieved
98.93%. Still, the accuracy rates of these models are worse
than the accuracy achieved by our proposed approach (
see Figure 9). The data augmentation technique failed to
achieve an accuracy rate more than that been achieved
by our approach. In the next experiment, we will use the
Transfer Learning technique to achieve more accurate rates.

• Comparison of the performance of our approach with
some popular pre-trained deep CNN models:

The performance of the ImageNet pre-trained AlexNet,
VGG16, and inception-v3 models is higher than that ob-
tained by the models trained from scratch with data aug-
mentation. Despite of that, the performance of our approach
is the best. (see Figure 9)

To summarise, on the IITD database, the inception-v3
achieved high results compared to the other famous models
(AlexNet, VGG16, ResNet50), in which the pre-trained
inception-v3 model surpassed all the models in all the
scenarios. However, our proposed approach outperformed
the pre-trained inception-v3.

b) Experiment on CASIA-Iris-V1 database

The CASA-Iris-V1 is the first openly accessible irises
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TABLE II. Overview of the architectures used in our experiments.

Architecture Inputs size Parameters The final output feature map size

AlexNet 224*224 60.97 M 6 x 6 x 256
ResNet 50 224*224 25.56 M 2048
VGG 16 224*224 138.36 M 7 x 7 x 512

Inception-v3 299*299 23.85 M 2048
The architecture
used in our approach 299*299 3.45 M 768

Figure 9. The recognition accuracy of different models compared with our approach accuracy rate on : (a) the IITD dataset, (b) the CASIA-Iris-V1
dataset

Figure 10. The two iris images from the IITD database failed to
recognize by our approach.

database, where it contains some occluded iris images. Our
approach achieved high performance on the CASIA-Iris- V1
database, where it achieved a 99.60 % recognition accuracy.
Figure 9 shows that.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch:

We trained the models AlexNet, VGG16, ResNet50, and
Inception-v3 from scratch on the CASIA-Iris-V1 database.
Compared with the other models, only the Inception-v3
model achieved an acceptable accuracy, with 95.23% recog-
nition accuracy (see Figure 9). But this accuracy is very low
compared to the accuracy rate achieved by our approach
accuracy.

In the next experiment, we will use the Data Augmen-
tation technique to improve the accuracy rates of the CNN

models.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
Data Augmentation:

The data augmentation technique failed to improve the
accuracy rate of the four models. Figure 9 illustrates that.

• Comparison of the performance of our approach with
some popular pre-trained deep CNN models:

The ImageNet pre-trained models achieved higher
recognition accuracy than those trained from scratch with
and without data augmentation, where they achieved
94.71%, 87.03%, and 95.36%, for AlexNet, VGG16 and
Inception-v3, respectively. Despite that, these accuracy rates
are very low compared with our approach performance,
which achieved excellent results. (See Figure 9)

To summarise, on the Casia-v1 database, the Inception-
v3 surpassed the AlexNet, VGG16, and ResNet50 models,
where the pre-trained Inception-v3 had an accuracy rate of
95.36. However, this accuracy is lower than our proposed
approach’s accuracy rate.

c) Experiment on CASIA-Iris-Interval Database

We chose the CASIA-Iris-Interval Database to evaluate
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Figure 11. The recognition accuracy of different models compared with our approach accuracy rate on : (a) the CASIA-Iris-Interval dataset, (b)
the CASIA-Iris-Thousand dataset

the performance of our proposed approach because their iris
images are collected under different conditions strong re-
flections, occlusions, and uncontrolled illumination. Our ap-
proach achieved an extremely high accuracy rate (99.91%)
on this dataset ( see Figure 11)

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch:

We compared our accuracy rate with some Deep CNN
models: AlexNet, VGG16, ResNet50, And Inception-v3;
these models were trained from scratch on the CASIA-
Iris-Interval without Data Augmentation. The best accuracy
rates were achieved by AlexNet and Inception-v3 (89.29%,
and 94.77%, respectively). Our approach achieved a very
high accuracy rate compared with these accuracies. Figure
11 illustrates that.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
Data Augmentation:

In this experiment, we used Data augmentation to
improve the accuracy rates of the Deep CNN models.
With the data augmentation technique, the accuracy rate
of the Inception-v3 improved by 1.35%, but the improved
accuracy rate (96.12%) is lower than the accuracy rate
achieved by our proposed approach. (see Figure 11).

• Comparison of the performance of our approach with
some popular pre-trained deep CNN models:

In this experiment, we used the Deep CNN models
pre-trained on ImageNet to improve the accuracy rate of
the different models on the Casia-Iris-Interval database.
AlexNet and VGG16 models achieved a high accuracy rate
compared with the accuracy achieved by the training from
scratch. Still, these new accuracies are significantly lower
compared to the accuracy rate obtained by our approach.

(See Figure 11)

To summarise, on the Casia-Iris-Interval database, the
pre-trained AlexNet, VGG16, and Inception-v3 models
achieved high accuracies compared with other scenarios.
However, our accuracy rate outperformed these accuracies.

d) Experiment on CASIA-Iris-Thousand Database

CASIA-Iris-Thousand database is mainly used to evalu-
ate models proposed for iris recognition because it contains
significant challenges that reduce the accuracy recogni-
tion. CASIA-Iris-Thousand iris images are captured under
uncontrolled conditions: reflections, heavy occlusion, and
illumination variation. Also, there is another challenge;
CASIA-Iris-Thousand contains 2000 classes with only ten
simples for each class. Despite these challenges, our ap-
proach achieved an average accuracy of 99.19% on this
database. (see Figure 11)

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch:

We trained four models from scratch on the CASIA-Iris-
Thousand database, where the ResNet50 and Inception-v3
achieved an acceptable accuracy rate compared to AlexNet
and VGG16, in which ResNet50 achieved 90.74%, and
Inception-v3 achieved 95.75%. The accuracy rates achieved
in this experiment are lower than our proposed approach
accuracy. ( see Figure 11).

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
Data Augmentation:

To improve the accuracy rate of the Deep CNN models,
we augmented the training set by using different geometric
transformations. The data augmentation improved the accu-
racy rate of the Inception-v3 model to 96,59%. Despite that,
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the accuracy rate of our approach is the highest. Figure 11
illustrates that.

• Comparison of the performance of our approach with
some popular pre-trained deep CNN models:

In this experiment, we used the Deep CNN models pre-
trained on ImageNet to compare the accuracy rate of the
different models on the CASIA-Iris-Thousand database with
the accuracy rate of our approach. The Inception-v3 model
has achieved the best accuracy rate in this experiment with
86.88%, but this accuracy rate is significantly lower than
the accuracy achieved by the training from scratch. Figure
11 shows that.

To summarise, on the Casia-Iris-Thousand database, the
models ResNet50 and Inceptions-v3 that train from scratch
with DA achieved high accuracies compared with other
scenarios. However, these accuracies are lower than our
proposed approach’s accuracy rate.

2) Additional experiments
In this section, we conduct additional experiments to

evaluate the effectiveness of the proposed approach. In this
experiment, we used segmented iris images and normalized
iris images, where we compared their accuracy rates to our
approach that used iris region images.

We compared the accuracy rates of the different types
of iris images (iris region images, segmented iris images,
and normalized iris images) to prove the correctness of our
choice for the type of iris image we used in our approach.

This section is divided into two subsections; in the first
subsection, we conduct experiments based on segmented
iris images, but our experiments are based on normalized
images in the second subsection.

a) Iris recognition using segmented iris images

We used YOLOv4-tiny to detect iris and pupil, and then
we determined the boundary of iris and pupil using circles.
Finally, we replaced the regions outside iris boundaries with
constant intensity to mask the challenges of eyelashes and
specular reflections. Figure 12 illustrates the process of iris
segmentation.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
segmented iris images:

We trained the models from scratch on four databases
using segmented iris images. The Inception-v3 achieved an
acceptable accuracy rate on all databases, where it achieved
92.73%, 96.65%, 96.25%, and 94.48% on the CASIA-Iris-
V1, IITD, Casia-Iris-Interval, and CASIA-Iris-Thousand
databases, respectively. On the IITD database, the AlexNet
and the ResNet50 models achieved 94.05% and 98,51%,
respectively. On the CASIA-Iris-Thousand, the Resnet50
model achieved 85.85%.(See Table III)

Figure 12. Process of iris segmentation..

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch with
data augmentation using segmented iris images:

We used the data augmentation technique to improve the
accuracy rate of the Deep CNN models. Still, the accuracy
rate of the different models is lower than our proposed
approach on the four databases.

The accuracy rate of the Inception-v3 improved to
93.78%, 97.50%, 96.32%, and 95.01% on the CASIA-Iris-
V1, IITD, CASIA-Iris-Interval, and CASIA-Iris-Thousand
databases, respectively. But these results are significantly
lower compared with our approach accuracy rates. (see
Table III)

• Comparison of the performance of our approach
with some popular pre-trained deep CNN models using
segmented iris images:

In this experiment, we used the Deep CNN models
on ImageNet to improve the accuracy rate of the different
models. The AlexNet models achieved a higher accuracy
rate in this experiment than the training for scratch, where
it achieved 95,22%, 84.53%, and 85.34% on the IITD,
CASIA-Iris-V1, and CASIA-Iris-Interval databases, respec-
tively. Also pre-trained VGG16 model achieved accuracy
rates better than the VGG16 trained from scratch. Despite
of that, the results achieved by the pre-trained models are
significantly lower than our proposed approach. (see Table
III)

In addition, we compared the results achieved by our
proposed feature extraction model followed by LinearSVC
with our approach, where our feature extraction model
extracted features from the segmented iris images and
used LinearSVC in the classification task. The proposed
feature extraction model achieved an excellent accuracy rate
compared with other models. Still, its accuracy rate is lower
than our approach that extracts features from iris region
images, in which our feature extraction model achieved
98,54%, 99.33%, 99.35%, and 97.50% on the CASIA-Iris-
V1, IITD, CASIA-IrisInterval, and CASIA-Iris-Thousand
databases, respectively. Table III illustrates that.

To summarise, on the four iris databases, the Inception-
v3 model achieved high results when it extracted features
from the segmented iris images. However, our feature ex-
traction model with LinearSVC outperformed these results.
In addition, our proposed approach that used iris region
images outperformed all models that used segmented iris
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TABLE III. The recognition accuracy of different models that used segmented iris images compared with our approach accuracy rates on the four
databases.

Datasets Type of Training AlexNet VGG16 ResNet50 Inception-v3
Our proposed
feature extraction
model + LinearSVC

Our approach

IITD From scratch 94.05% 0.45% 98.51% 96.65%
Scratch with DA 93.80% 0.45% 96.70% 97.50% 99.33% 99.91%
Pre-trained 95.22% 81.03% 66.61% 97.10%

CASIA-
V1

From scratch 31.15% 0.92% 0.66% 92.73%
Scratch with DA 0.66% 0.66% 0.79% 93.78% 98.54% 99.60%
Pre-trained 84.53% 92.86% 40.29% 92.36%

CASIA-
Iris-
Interval

From scratch 29.25% 0.56% 0.47% 96.25%
Scratch with DA 0,56% 0.47% 0.47% 96.32% 99.35% 99.91%
Pre-trained 85.34% 64.90% 45.53% 89.78%

CASIA-
Iris-
Thousand

From scratch 0.05% 0.05% 85.85% 94.48%
Scratch with DA 0.05% 0.05% 93.32% 95.01% 97.50% 99.19%
Pre-trained 0.46% 0.30% 3.73% 74.02%

images.

b) Iris recognition using normalized iris images

We used YOLOv4-tiny to detect iris and pupil, and then
we determined the boundary of iris and pupil using circles.
Finally, we used Daugman’s rubber sheet model [3], [59]
to create a normalized iris image. In this experiment, we
used normalized images with a fixed size of 80x512. This
size is recommended in the works of literature [60]. Figure
13 illustrates the process of iris normalization.

Figure 13. Process of iris normalization.

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch using
normalized iris images:

This experiment trained the deep CNN models from
scratch on four databases using normalized iris images.
The AlexNet achieved accuracy rates of 95.09%, 81.08%,
85.81% on the IITD, CASIA-Iris-V1, CASIA-Iris-Interval
databases, respectively. The Inception-v3 trained from
scratch achieved an acceptable accuracy rate on the four
databases: 90.56%, 97.63%, 90.73%, and 91.14% on the
CASIA-Iris-V1, IITD, CASIA-Iris-Interval, and CASIA-
Iris-Thousand databases, respectively. Also, on the IITD and
the CASIA-Iris-Thousand databases, the Resnet50 model
achieved 97.99% and 88,48%, respectively. (See Table IV)

• Comparison of the performance of our approach with
some popular deep CNN models trained from scratch with

data augmentation using normalized iris images:

Data augmentation technique improved the accuracy
rate of the Inception-v3 model, where it achieved 98.08%,
92.40%, and 93.40% on the IITD, CASIA-Iris-Interval,
and CASIA-Iris-Thousand databases, respectively. But these
accuracies are significantly lower compared with the perfor-
mance of our approach. (see Table IV)

• Comparison of the performance of our approach
with some popular pre-trained deep CNN models using
normalized iris images:

In this experiment, we used the Deep CNN models pre-
trained on ImageNet to classify normalized iris images.
These models achieved bad results, where their accuracy
rates did not exceed 86,85%, 95,22%, 85,70%, and 71,77%
on the CASIA-Iris-V1, IITD, CASIA-Iris-Interval, and
CASIA-Iris-Thousand databases, respectively. ( See Table
IV)

In addition, in this experiment, we compared the results
achieved by our proposed feature extraction model followed
by LinearSVC with our approach, where we entered the
normalized iris image in our proposed feature extraction
model and used LinearSVC in the classification stage. Using
normalized iris images with our feature extraction model,
we achieved good accuracy rates compared with other mod-
els . Still, these results are lower than the accuracy rates of
our proposed approach, where our feature extraction model
achieved 98.41%, 99.38%, 99.16%, and 97.07% on the
CASIA-Iris-V1, IITD, CASIA-Iris-Interval, and CASIA-
Iris-Thousand databases, respectively. (See Table IV)

To summarise, on the four iris databases, the Inception-
v3 model achieved acceptable accuracies when it used the
normalized iris images. However, our feature extraction
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TABLE IV. The recognition accuracy of different models that used normalized iris images compared with our approach accuracy rates on the four
databases.

Datasets Type of Training AlexNet VGG16 ResNet50 Inception-v3
Our proposed
feature extraction
model + LinearSVC

Our approach

IITD From scratch 95.09% 0.45% 97.99% 97.63%
Scratch with DA 57.05% 0.45% 92.95% 98.08% 99.38% 99.91%
Pre-trained 89.24% 35.31% 23.13% 95.22%

CASIA-
V1

From scratch 81.08% 0.66% 0.66% 90.56%
Scratch with DA 16.85% 0.66% 0.79% 85.47% 98.41% 99.60%
Pre-trained 84.92% 83.73% 4.75% 86.85%

CASIA-
Iris-
Interval

From scratch 85.81% 0.47% 0.47% 90.73%
Scratch with DA 0.47% 0.47% 0.47% 92.40% 99.16% 99.91%
Pre-trained 78.34% 62.00% 1.70% 85.70%

CASIA-
Iris-
Thousand

From scratch 0.05% 0.05% 88.48% 91.14%
Scratch with DA 0.05% 0.05% 90.90% 93.40% 97.07% 99.19%
Pre-trained 34.22% 0.19% 1.29% 71.77%

model with LinearSVC surpassed these accuracies. In ad-
dition, our proposed approach that used iris region images
surpassed all models that used normalized iris images.

3) Comparison to State-of-the-art methods
In this part, we compared our proposed approach with

current state-of-the-art methods used in the iris recognition
field.

To the best of our knowledge, our proposed approach
outperforms the state-of-the-art methods evaluated on the
IITD database, except the methods proposed in [24] and
[25] that evaluated with a subset containing only 60 classes.
For this, they obtained good results. But, in our experiments,
we used 224 classes.

We applied five-fold cross-validation to test the proposed
approach on all iris images on the IITD database; despite
that, we surpassed the methods tested on only a subset of the
IITD database. Where the proposed approach achieved an
accuracy rate of 99.91%. In addition, our approach achieved
99.73% by randomly splitting the dataset (50% for training,
and 50% for testing). Table V illustrates that.

On the CASIA-Iris-V1, the accuracy rate of our ap-
proach surpassed the state-of-the-art techniques, where
Kranthi Kumar et al. [29] achieved an accuracy rate of 98%
and Alaslni et al. [25] achieved 98.3% despite the second
method being evaluated on only 60 classes. On the other
hand, the proposed approach achieved an average accuracy
rate, up to 99.60%. (See Table V).

On the CASIA-Iris-Interval, our method outperforms
the state-of-the-art methods. Despite using 153 classes to
evaluate our approach, we surpassed some recent methods
evaluated with 60 or 100 classes. Our proposed approach
achieved an accuracy rate of 100% on the CASIA-Iris-

Interval by choosing randomly six iris images for training
and one image for testing, 100% in the case of five images
for training and two for testing and 99.91% if it used five-
fold cross-validation protocol.

On CASIA-Iris-Thousand, the proposed approach
achieved an average accuracy rate of 99.19% using five-
fold cross-validation and 99.05% if we randomly split the
data into 30% for testing and 70% for training. To the best
of our knowledge, 99.19% is the best accuracy rate achieved
on the CASIA-Iris-Thousand.

The method proposed by Nguyen et al. [33], the
T–Center method [11], and Jayanthi et al.[12] achieved
good results on the CASIA-Iris-Thousand. But, the main
problem of Nguyen et al. [33] and the T–Center [11] meth-
ods is the pre-processing step’s complexity because both
methods are based on extracting features from normalized
iris images. Also, the T–Center [11] method could not
achieve good results in the small database compared with
our approach, where the proposed approach outperformed
this method on the IITD database (see Table V). But, the
method in [33] is not evaluated on small databases. On the
other hand, the framework in [12] used Mask R-CNN that
contain tens of millions of parameters. Moreover, the main
challenge in the Mask R-CNN is the large number of hyper-
parameters that need to be tuned. Still, the authors did not
present any technique to perform hyper-parameter tuning
for the proposed DL model.

Overall, the accuracy rates on the four iris image
databases show the proposed approach’s robustness and
effectiveness against illumination variation, occlusion, re-
flections, and blur.
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TABLE V. The accuracy rates of state-of-the-art iris recognition methods are compared with our proposed approach, where ”Yes” or ”No” means
that the method uses the iris normalization or not

Datasets Method Recognition
Accuracy

Number
of classes

Normal-
ization Evaluation protocol

IITD Iris Winston and Hemanth [16] 98.4% / Yes Train: 60%, Test: 40%
Minaee et al. [23] 99.4% 224 No Train: 50%, Test: 50%
Alaslani [24] 100% 60 No Train: 80%, Test: 20%
Alaslni et al [25] 100% 60 No Train: 80%, Test: 20%
Arora and Bhatia [26] 98% 224 Yes Train: 60%, Test: 20%, Val : 20%
Yifeng Chen et al. [11] 99.30% 224 Yes Train: 80%, Test: 10%, Val : 20%
Sujana and Reddy [27] 98.05% 224 Yes Train: 80%, Test: 20%
Shanto et al. [28] 98% 25 No Train: 60%, Test: 20%, Val : 20%
Our Approach 99.73% 224 No Train: 50%, Test: 50%

99.91%
±0.20% 224 No 5-fold CV

CASIA Dua et al. [17] 97% 108 Yes /
Iris-V1 Abdo el al. [18] 98.15% 100 Yes Train: 4/7, Test: 3/7

Alaslani [24] 98% 60 No Train: 80%, Test: 20%
Alaslni et al [25] 98.3% 60 No Train: 80%, Test: 20%
Sujana and Reddy [27] 95.4% 108 Yes Train: 80%, Test: 20%
Kranthi Kumar et al [29] 98% 108 Yes Train: 80%, Test: 20%
Hassan et al. [30] 99.07% 108 Yes Train: 70%, Test: 15%, val: 15%

Our Approach 99.60%
±0.36% 108 No 5-fold CV

CASIA-Iris Abdo et al. [18] 99% 100 Yes Train: 4/7, Test: 3/7
Interval Khotimah and Juniati [20] 92.63% 10 Yes 5-fold CV

Abdo et al. [21] 100 % 100 Yes Train: 6/7, Test: 1/7
98.50% 100 Yes Train: 5/7, Test: 2/7
96.67% 100 Yes Train: 4/7, Test: 3/7

Abdalla et al. [22] 100% 100 Yes Train: 6/7, Test: 1/7
99% 100 Yes Train: 5/7, Test: 2/7
97% 100 Yes Train: 4/7, Test: 3/7

Alaslani [24] 89% 60 No Train: 80%, Test: 20%
Alaslni et al. [25] 91.6% 60 No Train: 80%, Test: 20%
Shanbagavalli et al [31] 95.2% / No Train:4-9 samples, Test : 1 samples
Our Approach 100% 153 No Train: 6/7, Test: 1/7

100% 153 No Train: 4/7, Test: 3/7
99.91%
±0.21% 153 No 5-fold CV

CASIA-Iris Minaee et al.[23] 90% 2000 No Train: 50%, Test: 50%
Thousand Alaslani [24] 98% 60 No Train: 80%, Test: 20%

Alaslni et al. [25] 95% 60 No Train: 80%, Test: 20%
Gangwar and Joshi [32] 93.4% 2000 Yes Train: 80%, Test: 20%
Nguyen et al. [33] 98.80% 2000 Yes Train: 70%, Test: 30%
Chakraborty et al. [34] 94.7% 2000 No Train: 80%, Test: 20%
Jayanthi et al. [12] 98.75% 2000 Yes Train: 80%, Test: 10%, Val :10%
Yifeng Chen et al. [11] 99,14% 2000 No Train: 75%, Test: 25%
Our Approach 99.05% 2000 No Train: 70%, Test: 30%

99.19%
±0.14% 2000 No 5-fold CV

5. Conclusions and future work
This paper proposes a robust approach for iris recog-

nition; we used ImageNet pre-trained Inception-v3 model

for extracting features and LinearSVC for the classification.
Our approach used fine-tuned YOLOv4-tiny to detect the
iris region, and then we cropped the iris region image before
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starting the process of features extraction. The proposed
approach is characterized by using the iris region image
without any pre-processing, such as segmentation and nor-
malization; also, it used only five inception modules of the
pre-trained inception-v3 model without any fine-tuning. All
this enables us to save computational time and resources.

Our approach strongly resists to the different iris recog-
nition challenges, such as occlusions due to eyelash/ /glasses
/eyelid, specular reflection, illumination variation, pupil
dilation/constriction, and blur.

The proposed approach outperforms state-of-the-art
methods proposed for iris recognition. It achieved a high
accuracy rate up to 99.60%, 99.91%, 99.91%, and 99.19%
on the CASIA-Iris-V1, IITD, CASIA-Iris-Interval, and
CASIA-Iris-Thousand databases, respectively.

In future work, we intend to adapt our approach for face
recognition. Then we plan to extend the proposed approach
by proposing a multimodal approach based on the face and
both irises for biometrics recognition.

References
[1] M. Ramya, V. Krishnaveni, and K. Sridharan, “Certain investigation

on iris image recognition using hybrid approach of fourier
transform and bernstein polynomials,” Pattern Recognition Letters,
vol. 94, pp. 154–162, jul 2017. [Online]. Available: https:
//doi.org/10.1016%2Fj.patrec.2017.04.009

[2] A. K. Jain, A. Ross, and S. Prabhakar, “An introduction to biometric
recognition,” IEEE Transactions on circuits and systems for video
technology, vol. 14, no. 1, pp. 4–20, 2004.

[3] J. G. Daugman, “High confidence visual recognition of persons by
a test of statistical independence,” IEEE transactions on pattern
analysis and machine intelligence, vol. 15, no. 11, pp. 1148–1161,
1993.

[4] G. Liu, W. Zhou, L. Tian, W. Liu, Y. Liu, and H. Xu, “An efficient
and accurate iris recognition algorithm based on a novel condensed
2-ch deep convolutional neural network,” Sensors, vol. 21, no. 11,
p. 3721, 2021.

[5] Y. LeCun, Y. Bengio, G. Hinton et al., “Deep learning. nature 521
(7553), 436-444,” Google Scholar Google Scholar Cross Ref Cross
Ref, 2015.

[6] J. Schmidhuber, “Deep learning in neural networks: An overview,”
Neural networks, vol. 61, pp. 85–117, 2015.

[7] Z. Zhao and A. Kumar, “A deep learning based unified framework
to detect, segment and recognize irises using spatially corresponding
features,” Pattern Recognition, vol. 93, pp. 546–557, 2019.

[8] Y. Chen, W. Wang, Z. Zeng, and Y. Wang, “An adaptive cnns
technology for robust iris segmentation,” IEEE Access, vol. 7, pp.
64 517–64 532, 2019.

[9] M. Arsalan, R. A. Naqvi, D. S. Kim, P. H. Nguyen, M. Owais, and
K. R. Park, “Irisdensenet: Robust iris segmentation using densely
connected fully convolutional networks in the images by visible light
and near-infrared light camera sensors,” Sensors, vol. 18, no. 5, p.
1501, 2018.

[10] Z. Zhao and A. Kumar, “Towards more accurate iris recognition us-
ing deeply learned spatially corresponding features,” in Proceedings
of the IEEE international conference on computer vision, 2017, pp.
3809–3818.

[11] Y. Chen, C. Wu, and Y. Wang, “T-center: a novel feature extraction
approach towards large-scale iris recognition,” IEEE Access, vol. 8,
pp. 32 365–32 375, 2020.

[12] J. Jayanthi, E. L. Lydia, N. Krishnaraj, T. Jayasankar, R. L. Babu,
and R. A. Suji, “An effective deep learning features based integrated
framework for iris detection and recognition,” Journal of Ambient
Intelligence and Humanized Computing, vol. 12, pp. 3271–3281,
2021.

[13] Y. Chen, Z. Zeng, H. Gan, Y. Zeng, and W. Wu, “Non-segmentation
frameworks for accurate and robust iris recognition,” Journal of
Electronic Imaging, vol. 30, no. 3, p. 033002, 2021.

[14] S. S. Arora, M. Vatsa, R. Singh, and A. Jain, “On iris camera
interoperability,” in 2012 IEEE Fifth International Conference on
Biometrics: Theory, Applications and Systems (BTAS). IEEE, 2012,
pp. 346–352.

[15] O. Lucena, A. Junior, V. Moia, R. Souza, E. Valle, and R. Lotufo,
“Transfer learning using convolutional neural networks for face anti-
spoofing,” in International conference image analysis and recogni-
tion. Springer, 2017, pp. 27–34.

[16] J. J. Winston and D. J. Hemanth, “Performance-enhanced modified
self-organising map for iris data classification,” Expert Systems,
vol. 38, no. 1, p. e12467, 2021.

[17] M. Dua, R. Gupta, M. Khari, and R. G. Crespo, “Biometric
iris recognition using radial basis function neural network,” Soft
Computing, vol. 23, no. 22, pp. 11 801–11 815, 2019.

[18] A. Abdo, W. El-Tarhouni, W. Younus, and A. Abraheem, “Iris
recognition system based on fuzzy local binary pattern histogram
and multiple classifiers,” in 2022 IEEE 2nd International Maghreb
Meeting of the Conference on Sciences and Techniques of Automatic
Control and Computer Engineering (MI-STA). IEEE, 2022, pp.
452–457.

[19] S. Katsigiannis, E. Keramidas, and D. Maroulis, “Flbp: Fuzzy
local binary patterns,” in Local Binary Patterns: New Variants and
Applications. Springer, 2014, pp. 149–175.

[20] C. Khotimah and D. Juniati, “Iris recognition using feature extrac-
tion of box counting fractal dimension,” in Journal of Physics:
Conference Series, vol. 947, no. 1. IOP Publishing, 2018, p.
012004.

[21] A. A. Abdo, A. Lawgali, and A. K. Zohdy, “Iris recognition
based on histogram equalization and discrete cosine transform,” in
Proceedings of the 6th International Conference on Engineering &
MIS 2020, 2020, pp. 1–5.

[22] M. A. Abdalla, A. A. Abdo, and A. O. Lawgali, “Utilizing discrete
wavelet transform and discrete cosine transform for iris recognition,”
in 2020 20th International Conference on Sciences and Techniques
of Automatic Control and Computer Engineering (STA). IEEE,
2020, pp. 283–286.

[23] S. Minaee, A. Abdolrashidiy, and Y. Wang, “An experimental study
of deep convolutional features for iris recognition,” in 2016 IEEE

http:// journals.uob.edu.bh

https://doi.org/10.1016%2Fj.patrec.2017.04.009
https://doi.org/10.1016%2Fj.patrec.2017.04.009
http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. 13, No.1, 1065-1080 (Apr-23) 1079

signal processing in medicine and biology symposium (SPMB).
IEEE, 2016, pp. 1–6.

[24] M. G. Alaslani, “Convolutional neural network based feature extrac-
tion for iris recognition,” International Journal of Computer Science
& Information Technology (IJCSIT) Vol, vol. 10, 2018.

[25] G. Alaslni, L. A. Elrefaei et al., “Transfer learning with convolu-
tional neural networks for iris recognition,” Int. J. Artif. Intell. Appl,
vol. 10, no. 5, pp. 47–64, 2019.

[26] S. Arora and M. S. Bhatia, “A computer vision system for iris
recognition based on deep learning,” in 2018 IEEE 8th International
Advance Computing Conference (IACC). IEEE, 2018, pp. 157–161.

[27] S. Sujana and V. Reddy, “An effective cnn based feature extraction
approach for iris recognition system,” Turkish Journal of Computer
and Mathematics Education (TURCOMAT), vol. 12, no. 6, pp.
4595–4604, 2021.

[28] S. H. Shanto, M. N. Ali, and S. M. M. Ahsan, “An advanced
cnn based iris recognition and segmentation for visible spectrum
images,” in 2022 International Conference on Advancement in
Electrical and Electronic Engineering (ICAEEE). IEEE, 2022,
pp. 1–5.

[29] K. Kranthi Kumar, R. Bharadwaj, S. Ch, and S. Sujana, “Effective
deep learning approach based on vgg-mini architecture for iris
recognition,” Annals of the Romanian Society for Cell Biology, pp.
4718–4726, 2021.

[30] I. A. Hassan, S. A. Ali, and H. K. Obayes, “Iris recognition
system based on efficient model for cnn features extraction and svm
classifier,” Journal of Positive School Psychology, pp. 3930–3939,
2022.

[31] T. Shanbagavalli et al., “Emicoarenet: An effective iris recognition
using emerging mixed convolutional and adaptive residual network
approach,” Turkish Journal of Computer and Mathematics Educa-
tion (TURCOMAT), vol. 12, no. 7, pp. 2242–2255, 2021.

[32] A. Gangwar and A. Joshi, “Deepirisnet: Deep iris representation
with applications in iris recognition and cross-sensor iris recogni-
tion,” in 2016 IEEE international conference on image processing
(ICIP). IEEE, 2016, pp. 2301–2305.

[33] K. Nguyen, C. Fookes, A. Ross, and S. Sridharan, “Iris recognition
with off-the-shelf cnn features: A deep learning perspective,” IEEE
Access, vol. 6, pp. 18 848–18 855, 2017.

[34] M. Chakraborty, M. Roy, P. K. Biswas, and P. Mitra, “Unsupervised
pre-trained, texture aware and lightweight model for deep learning
based iris recognition under limited annotated data,” in 2020 IEEE
International Conference on Image Processing (ICIP). IEEE, 2020,
pp. 1351–1355.

[35] J. E. Zambrano, D. P. Benalcazar, C. A. Perez, and K. W. Bowyer,
“Iris recognition using low-level cnn layers without training and
single matching,” IEEE Access, vol. 10, pp. 41 276–41 286, 2022.

[36] L. Jia, X. Shi, Q. Sun, X. Tang, and P. Li, “Second-order convolu-
tional networks for iris recognition,” Applied Intelligence, pp. 1–15,
2022.

[37] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classifica-
tion with deep convolutional neural networks,” Advances in neural
information processing systems, vol. 25, pp. 1097–1105, 2012.

[38] K. Simonyan and A. Zisserman, “Very deep convolutional networks
for large-scale image recognition,” arXiv preprint arXiv:1409.1556,
2014.

[39] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning
for image recognition,” in Proceedings of the IEEE conference on
computer vision and pattern recognition, 2016, pp. 770–778.

[40] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna,
“Rethinking the inception architecture for computer vision,” in
Proceedings of the IEEE conference on computer vision and pattern
recognition, 2016, pp. 2818–2826.

[41] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov,
D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with
convolutions,” in 2015 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). IEEE, jun 2015.

[42] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep
network training by reducing internal covariate shift,” in Interna-
tional conference on machine learning. PMLR, 2015, pp. 448–456.

[43] C. Lin, L. Li, W. Luo, K. C. Wang, and J. Guo, “Transfer learning
based traffic sign recognition using inception-v3 model,” Periodica
Polytechnica Transportation Engineering, vol. 47, no. 3, pp. 242–
250, 2019.

[44] W. Yang and Z. Jiachun, “Real-time face detection based on yolo,”
in 2018 1st IEEE international conference on knowledge innovation
and invention (ICKII). IEEE, 2018, pp. 221–224.

[45] S. Degadwala, D. Vyas, U. Chakraborty, A. R. Dider, and H. Biswas,
“Yolo-v4 deep learning model for medical face mask detection,” in
2021 International Conference on Artificial Intelligence and Smart
Systems (ICAIS). IEEE, 2021, pp. 209–213.

[46] E. Severo, R. Laroca, C. S. Bezerra, L. A. Zanlorensi, D. Weingaert-
ner, G. Moreira, and D. Menotti, “A benchmark for iris location
and a deep learning detector evaluation,” in 2018 international joint
conference on neural networks (IJCNN). IEEE, 2018, pp. 1–7.

[47] A. Bochkovskiy, C.-Y. Wang, and H.-Y. M. Liao, “Yolov4: Op-
timal speed and accuracy of object detection,” arXiv preprint
arXiv:2004.10934, 2020.

[48] C.-Y. Wang, A. Bochkovskiy, and H.-Y. M. Liao, “Scaled-yolov4:
Scaling cross stage partial network,” in Proceedings of the IEEE/cvf
conference on computer vision and pattern recognition, 2021, pp.
13 029–13 038.

[49] A. Shubha Rao and K. Mahantesh, “Image classification based on
inception-v3 and a mixture of handcrafted features,” in Distributed
Computing and Optimization Techniques. Springer, 2022, pp. 527–
537.

[50] Z. Zhou, X. Yang, J. Ji, Y. Wang, and Z. Zhu, “Classifying
fabric defects with evolving inception v3 by improved l2, 1-norm
regularized extreme learning machine,” Textile Research Journal, p.
00405175221114633, 2022.

[51] H. Abdi and L. J. Williams, “Principal component analysis,” Wiley
interdisciplinary reviews: computational statistics, vol. 2, no. 4, pp.
433–459, 2010.

[52] A. Hattab and A. Behloul, “An illumination-robust face recognition
approach based on convolutional neural network,” in International

http:// journals.uob.edu.bh

http://journals.uob.edu.bh


1080 HATTAB and BEHLOUL : A Robust Iris Recognition Approach Based on Transfer Learning

Symposium on Modelling and Implementation of Complex Systems.
Springer, 2023, pp. 135–149.

[53] “sklearn.svm.linearsvc — scikit-learn 0.24.2 documentation,”
Available online: https://scikit-learn.org/stable/modules/generated/
sklearn.svm.LinearSVC.html, accessed on 10/12/2021.

[54] H. M. Ahmed, M. Javed Awan, N. S. Khan, A. Yasin, and H. M.
Faisal Shehzad, “Sentiment analysis of online food reviews using
big data analytics,” Elementary Education Online, vol. 20, no. 2,
pp. 827–836, 2021.

[55] “Iit delhi iris database,” Available online: https://www4.comp.polyu.
edu.hk/csajaykr/IITD/, accessed on 08/12/2021.

[56] “Casia-iris-v1 database,” Available online: http://biometrics.
idealtest.org, accessed on 08/12/2021.

[57] “The casia-interval database,” Available online: http://biometrics.
idealtest.org/dbDetailForUser.do?id=4, accessed on 08/12/2021.

[58] “The casia-iris-thousand database,” Available online:
http://biometrics.idealtest.org/dbDetailForUser.do?id=4/, accessed
on 08/12/2021.

[59] J. Daugman, “How iris recognition works,” in The essential guide
to image processing. Elsevier, 2009, pp. 715–739.

[60] S. Rakshit and D. M. Monro, “Effects of sampling and compression
on human iris verification,” in 2006 IEEE International Conference
on Acoustics Speech and Signal Processing Proceedings, vol. 2.

IEEE, 2006, pp. II–II.

Abdessalam Hattab is a PhD student in
the computer science department at batna 2
university, Algeria. He obtained a Master’s
degree in computer science in 2016 from
the university of Larbi Tebessi,Tebbesa, Al-
geria. His research interests include Pattern
Recognition, Image Processing, Biometrics,
and Deep Learning. He is a member of the
LaSTIC Laboratory.

Ali Behloul is a full Professor of Computer
Science at Batna 2 University, Algeria. In
2007, he received his PhD in Computer
Science from the university of Orsay at
Paris, France. His main research interests
include Pattern Recognition, Image Process-
ing, Information Retrieval, Data Mining and
Artificial Intelligence. He is a member of the
LaSTIC Laboratory.

http:// journals.uob.edu.bh

https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://www4.comp.polyu.edu.hk/csajaykr/IITD/
https://www4.comp.polyu.edu.hk/csajaykr/IITD/
http://biometrics.idealtest.org
http://biometrics.idealtest.org
http://biometrics.idealtest.org/dbDetailForUser.do?id=4
http://biometrics.idealtest.org/dbDetailForUser.do?id=4
http://biometrics.idealtest.org/dbDetailForUser.do?id=4/
http://journals.uob.edu.bh

	Introduction
	Related work
	Motivations and contributions

	Background
	AlexNet
	VGG 16
	ResNet50
	Inception-v3
	YOLO

	Proposed Approach
	The iris localization stage
	The feature extraction stage
	Classification

	Experiments
	Data sets
	IIT Delhi database 
	CASIA-Iris-V1 database 
	CASIA-Iris-Interval database 
	CASIA-Iris-Thousand database

	 Experimental result 
	Main experiments
	Additional experiments
	Comparison to State-of-the-art methods


	 Conclusions and future work
	References
	Biographies
	Abdessalam Hattab 
	Ali Behloul


