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Abstract: In this study, a linear and phase-based Eulerian video magnification (EVM) methods are developed to minimize magnified
noises and processing time. The developed approaches utilize the Lanczos resampling algorithm to reduce the frames’ size of the
source video so that the size of the processed data is significantly reduced. Then spatial decomposition is applied to the resized frames.
Subsequently, temporal filters with specific cut-off frequencies are also used to filter only the desired frequencies to be amplified and then
add them to the decomposed frames. The magnified frames are processed by a wavelet denoising algorithm to locate distributed noise
over the different frequency bands and then remove it. The resulted denoised-magnified frames are resized up and then reconstructed
by the spatial synthesis process. The experiments show the superiority and effectiveness of the developed EVM approaches compared
to the conventional ones and other related approaches in terms of the execution time and the quality of the magnified video. The
developed EVM approach can be used in several applications such as the detection of human vital signs without contact so that it is
very useful to avoid infection in several diseases such as Covid-19. Furthermore, it can be used in detection of human mood and lying
detection, detection and localization of material and liquid variations.

Keywords: Eulerian video magnification (EVM), Linear-based EVM, Phase-based EVM, Lanczos resampling algorithm, wavelet
denoising, computer vision applications, automatic motion detection.

1. Introduction
The real-life environment has small but meaningful

temporal variations that ought to be detected and processed
accordingly. However, these subtle variations are imper-
ceptible for a human eye because of the limitation of the
human vision system (HVS). Video media is a vessel of
significant speed and subtle variations. Some of these vari-
ations contain useful information. For example, the arterial
pulse in the human body is difficult to be seen, but the
resulted movement from the pulse can be easily magnified
based video magnification to measure pulse periods and
heart rate [1], [2], [3], [4], [5].The slight chest motion can
be amplified and utilized to measure the breathing activity.
The method that is used for amplifying small variations in
a video to be clear is called “Video magnification”[6].

Recently, several approaches have been proposed for
video magnification. These approaches depend on computa-
tion and signal processing to visualize interest variations in
the recorded videos. So, these approaches are operating as
computer-based microscopes. The first approach had been
proposed by Liu et al.[7]for hidden motion magnifying
based on the Lagrange perspective. Because of the Lagrange
based video magnification relies on pixel tracking and op-
tical flow, the method is computationally intensive. Besides
that, the magnified video frames has significant distortion

that reflected directly to the magnified videos.

In 2012, a video magnification technique based on a
linear Eulerian perspective was proposed and it was known
as “Linear based Eulerian video magnification” (LB-EVM).
The approach was produced by a research group at MIT by
Hao et al.[8].It was based on the pixel’s time series and
amplification of variations in a certain temporal frequency
band. The approach succeeded to amplify both colour
changes and motions in videos, so it can exclude the ex-
pensive optical flow computations compare to [7].However,
low magnification factors are supported because the mag-
nification factor is proportional to the noise. Also, during
the colour magnifying, an unwanted movement within the
desired frequencies is also magnified. Therefore, in order
to eliminate the linearity of Eulerian video magnification
(EVM), Wadhwa et al.[9]have proposed a Phase based
EVM (PB-EVM) approach. It is based on complex steerable
pyramids that magnify phase-shift rather than the amplitude
of the decomposed video frames [10], [11].The PB-EVM
supports larger magnification factors with less noise than
LB-EVM. However, it is so more complicated than LB-
EVM.

Afterwards, several researches such as [12], [13], [14],
[15], [16], [17] have attempted to develop and enhance
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the EVM that is proposed by [8], [9].In [12], wavelet
transform is used as a spatial decomposition to reduce the
complexity of the algorithm. The method is fast compared
to the EVM approaches. However, the magnification is
also linearly proportional to the magnified noise. Moreover
the unwanted motion can be magnified in case of the
colour magnification. This is occurs because the low energy
bands in the wavelet domains consist of subtle variations
whether movement, colour, or noise. So, the magnified
data is applied to all. Therefore, the noise and unwanted
movement or colour variations are also magnified by the
same ratio of the desired region. In [13], Le Liu et al.
have enhanced LB-EVM to magnify the temporal motion
of the video relying on an image warping. In comparison
with LB-EVM technique, it supports higher amplification
factors for low noise distortion. However, it requires a
longer processing time than LB-EVM. In [17], authors have
proposed a developed method based PB-EVM. The method
uses Riesz pyramids to implement faster EVM. The main
drawback of this method is that the quality of the magnified
video is less than that in conventional PB-EVM.

In general, LB-EVM and PB-EVM are the two stan-
dards for video magnification and the other methods have
attempted to develop these two standards. However, most
methods focus to enhance one factor (processing time
reduction, magnified noise reduction, magnification factor
value (α)) without enhance or maintains the other important
factors. Table I shows simple comparisons between the two
EVM-standards and the other developed methods that men-
tioned above and they includes: enhanced EVM (E2VM)
[13], Riesz pyramids for fast PB-EVM (RFPB-EVM) [17],
and efficient motion magnification system (EMMS) [12].

From Table I, it is clearly that the mentioned methods
still lacks one of the contrasting factors of the magnifi-
cations (processing time, magnification factor, magnified
noise).

In our previous works [14], [15], [16] , time reduction
for PB-EVM, and noise reduction for LB-EVM have been
proposed. The developed approaches offered better results
compare to the related methods. However, the combining of
the two proposed approaches in a single approach gains the
advantages of both together. Therefore, this paper proposes
an improvement model for both PB-EVM and LB-EVM
to effectively reduce the processing time and magnified
noise together. The developed model uses Lanczos and
wavelet denoising algorithms. The developed approach in
this paper employ Lanczos resampling to resize-down the
input video frames to significantly reduce the size of
the processed data without effect the subtle information.
Then after applying the magnification model, the magnified
frames are processed by a wavelet denoising procedure to
remove the magnified noise. Next, the resulted denoised-
magnified frames are resized-up and reconstructed in its
original input size. The proposed approach satisfy better
results than the existing techniques in terms of magnified

video quality and executing time. The developed EVM
approach can be used in several applications such as the
detection of the human vital signs without contact so that
it is very useful to avoid infection in several diseases such
as Covid-19. Also, it is enabled the doctors to avoid burned
region that used in vital signs monitoring. Furthermore, it
can be used in applications such as mood and lie detection,
material and liquid variation detection.

The following sections are structured as follows: back-
grounds of LB-EVM and PB-EVM are introduced in Sec-
tion ??. Section 3 describes the proposed technique using
Lanczos interpolation and wavelet denoising algorithms.
The developed EVM models are presented in Section ??.
The detailed explanation and discussion of the experimental
results are introduced in Section 5. A comparison with the
related approaches is done in Section 6. Finally, the main
conclusions are presented in Section 7.

2. EULERIAN VIDEO MAGNIFICATION
As mentioned previously, EVM can be categorized as

LB-EVM and PB-EVM. These two approaches are consid-
ered as the standards of the video magnifications. The steps
of each category are briefly explained below.

A. LB-EVM
It is possible to achieve the small movement amplifica-

tion by temporal processing using Taylor’s first-order series
extensions [18], [19]. LB-EVM processes the time series of
the colour values of each pixel by amplifying a given range
of interest frequencies in the temporal domain. First, input
video frames are decomposed into separated frequency
bands utilizing the entire Laplacian pyramid [20], [21], [22],
[23]. The Laplacian pyramid is a data analysis structure
in which the image size is down-sampled in successive
periodic density until no further down-sampling is required.

Subsequently, decomposed bands by the Laplacian pyra-
mid are filtered by temporal filters [8] to pass only the
interest frequencies from each band. Thus, there is a need
to amplify the interest regions of each band using a suitable
magnification factor. Then, the original decomposed bands
are added to the resulted magnified regions. Finally, the
resulted added bands is subjected to the inverse Laplacian
pyramid to get the magnified video frames. The structure of
LB-EVM is illustrated in Fig. 1 This method is mathemat-
ically represented as in (2-A) for one-dimension signal, the
equation is expanded to 2D and 3D as explained in detail
in [8]:

Ĩ(x, t) = I(x, t) + αB(x, t),Ĩ(x, t)=̂I(x, t) + αB(x, t) (1)

B(x, t) = δ(t)
I(x, t)

x
(2)

Where, I(x, t) represents the input image intensity at
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Figure 1. Illustration of LB-EVM scheme[8].

(x) position and (t) time; B(x, t) is the output of band-
pass filtering the I(x, t); Ĩ(x,t) is the magnified image; α
is the magnification factor and δ(t) is the displacement
function.The main disadvantage of LB-EVM is that the
noise and unwanted changes (e.g. subtle movement) are
magnified in the same linear proportion for the required
regions of interest. As a result, distortion is increasing
with the increase of the magnification factor [6]. Thus, this
method is more useful at a small magnification factor.

B. PB-EVM
The phase-based optical flow is the basis of PB-EVM

[24], [25], which improves LB-EVM since it has a best
performance on noisy images and boosts higher magni-

fication. However, it is more complicated in comparison
with LB-EVM that magnifies temporal brightness changes
so that the amplitude of noise is linearly magnified. PB-
EVM does not magnify the amplitude so that spatial noise
is not increased. Instead, the steerable pyramids detect the
increases of differences in phase by a multiplier factor
which could amplify unnoticed movements. Using Fourier
analysis, images are analyzed into sub-domains and routed
in the complex steerable pyramids, where the basis func-
tions of the transformations are the same as Gabor waves
[26]. The long processing time is the main disadvantage of
this method [6]. The PB-EVM block diagram is illustrated
in Fig.2.
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Figure 2. General structure of PB- EVM approach.

3. THE PROPOSED TECHNIQUE
The two critical problems in the conventional models of

LB-EVM and PB-EVM are high distortion in the magnified
videos and long processing time, respectively. In order to
overcome these problems, we propose adding the following
pre-processing and post-processing schemes to the conven-
tional EVM models:
1.Lanczos-3 interpolation technique.
2.Wavelet denoising technique.
The Lanczos interpolation technique will reduce the compu-
tation and eventually processing required by the algorithm.
The wavelet denoising scheme will reduce the distortion
presented in the magnified video.

A. Lanczos-3 Interpolation
Cornelius Lanczos have proposed an interpolation algo-

rithm that is very useful in image resizing processes, which
is called Lanczos version-3 interpolation [27], [28]. The
Lanczos-3 interpolation provides a smoother interpolation
compared to bi-cubic algorithm. It is a type of a Fourier
kernel filter, which consists of the multiplication of two
SINC functions [29]. The main formula for a resizing filter
is implementing by a SINC function, as shown in (3) for
one-dimension input.

L(x) =


1 x = 0

asin(πx)sin( πx
a )

π2 x2 0 < |x| < a
0 otherwise

(3)

Where, a represents the filter size, which is a positive
integer number.

Let S i be the samples of a one-dimension vector, where
i represents the sample’s number. The kernel filter at a
random real argument x is obtained by the interpolated
value S (x) as follows:

S (x) =
|x|+a∑

i=|x|−a+1

S iL(x − i) (4)

A two-dimension array is manipulated as two one-
dimension array, where the Lanczos kernel can be calculated
as in (5) from the product of the two arrays of Kernel filters.

L(x, y) = L(x)L(y) (5)

The interpolated or reconstructed matrix of a two-
dimension array e.g. S i j is obtained as in (6), where i and
j are the indices of the row and column, respectively.

S (x, y) =
|x|+a∑

i=|x|−a+1

|y|+a∑
j=|y|−a+1

S i jL(x − i)L(y − j) (6)

In case of down resized images, the reconstructed matrix
is highly identical to the original matrix view as well as the
smoothness.

B. Wavelet denoising technique
In this work, a wavelet-based denoising approach has

been used to reduce magnified noise. The stages of the
approaches are shown in Fig. 3 and listed as follows:

i) Wavelet transform (WT), ii) Threshold estimation and
application, and iii) Inverse wavelet transform (IWT).

WT is a great signal processing tool that can be utilized
in two-dimension signals such as images. The transform
localizes frequency contents of the image. In wavelet ap-
proach, images are decomposed into different frequency
levels. Through the use of low and high pass filters, the
transform divides the original image into four bands for
each level of decomposition: LL, HL, LH, and HH. LL
sub-band represents the approximate version of the original
image. The remaining three sub-bands represent the details
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Figure 3. Image denoising approach based Wavelet algorithm.

of wavelet coefficients. Fig. 4(a) shows one-level of decom-
position that produces the sub-bands HL1, HH1 and LH1
as the detail coefficients, whereas the sub-band LL1 denotes
the coefficients of the low level [30], [31]. The 2nd level
of decomposition is achieved through further decomposing
LL1 sub-band, as illustrated in Fig. 4(b).

After decomposition, the wavelet threshold is selected to
analyze the specific wavelet coefficients. Wavelet threshold
is a signal estimation technique that makes use of the WT
multi-resolution decomposition in both time and frequency
domain, therefore; it easily localizes the noise in the image.
The fundamental threshold kinds are soft and hard thresh-
olds. The wavelet coefficients are reset to zero in a hard
threshold when they are lower than the threshold; else, they
remain as it is unchanged [32].

This method is produced a large number of artificial
noise points at the images edges, which leads to image
deformation. The resulting wavelet coefficients values (y)
are decided by (7) which sets the original value coefficient
(x) if the value is above (Thr), and otherwise it is set to
zero.

y =


x i f |x| > Thr

0 i f |x| < Thr
(7)

In the soft threshold, the threshold values are chosen
according to the image visual interest [33]. It has the ability
to overcome the flaws of the hard threshold algorithm.
Consequently, the resulted coefficients are comparatively
smooth. The function for a soft threshold is given by (8).

y =


sgn(x) × (|x| − Thr) i f |x| > Thr

0 otherwise
(8)

Where, y is the signal after taking the threshold value
into account, x is the original wavelet coefficient, and Thr
is the threshold level.

In this work, the soft threshold technique has been cho-
sen to be applied after five levels of DWT decomposition.
Daubechies type 4 (db4) has been chosen as a mother
function in WT. The final step in the denoising algorithm is
applying IWT to attain the reconstructed image with better
noise performances [34].

4. THE DEVELOPED EVM MODEL USING THE
PROPOSED TECHNIQUE
This section illustrates the developed EVM approach

based on the proposed schemes. The modified EVM main-
tains the advantages of (LB-EVM and PB-EVM), and also
overcomes their disadvantages. This is achieved by adding
the two pre-processing and post-processing schemes to the
conventional EVM-models (LB-EVM and PB-EVM).

The developed model stars by resampling-down the
input video frames using Lanczos-3 interpolation. Then,
conventional EVM is applied and the magnified video
frames are resampled-up. This procedure significantly re-
duces the processing time. In denoising scheme based-
WT; the magnified video frames are decomposed in a
way to locate exactly the wanted subtle variations(motion
or colour) to be amplified and attenuate unwanted subtle
variations (colour, motion, or noise). This stage will reduce
the noise (distortion) generated in the magnified video
frames. Fig. 5 illustrates the block diagram of the developed
EVM.

The developed EVM approaches (linear and phased-
based) compromise between noise performance and pro-
cessing time to verify a fast EVM that is suitable for
large magnification factors because of its good noise per-
formances.

The steps of the developed EVM models are explained
below. In order to display the output, the baby video is
considered as input to the algorithm.

1) Step 1: Reading the input video file that is formatted
as .avi. Fig. 6(a) shows the first frame of the input
video.

2) Step 2: Applying Lanczos-3 resampling method. In
this stage, the frames’ sizes of the input video are
reduced by 50% to produce frames of size 25% of
the original frame’s size. Fig. 6(b) shows the resulted
first frame for the taken example after accomplishing
this step.

3) Step 3: Transforming the obtained frames from RGB
to YIQ colour format. The illumination information
are indicated by the Y component, whereas the
chrominance information are represented by the I
and Q components. The YIQ model has an advantage
over RGB model due to the characteristics of human
response to the colours. As the human eye is more
sensitive to the intensity of light than to colour, and
also when using another colour space in magnify (for
example RGB), we get a lower information about the
subtle information in the image. Eq. (9) is used to
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Figure 4. (a) One-level decomposition (b) Two-level decomposition.

Figure 5. The processing stages of the developed EVM model.

confirm such transformation on the resized frames.
Fig. 6(c) demonstrates the produced Y-channel of the
resized first frame.


Y

I

Q

 =


0.299 0.587 0.114

0.596 −0.274 −0.322

0.211 −0.523 0.312




R

G

B

 (9)

4) Step 4: Applying the Laplacian pyramid decomposi-
tion, in the case of using LB-EVM, on the Y-channel
of each video frame to decompose the input video
frames into various spatial bands. Fig.7(a) shows
the Laplacian pyramid for our example at 4-level
decomposition. Whilst in PB-EVM, applying the
steerable pyramid decomposition [9] on each plane
of the video frames (Y, I, and Q). The output of

the steerable pyramid decomposition for our example
based on Y-layer only is shown in Fig.7(b) at phase 0
and 900, and two scales from the pyramid are taken.

5) Step 5: Temporal filtering is applied to the resulted
bands from the previous steps to allow the concern
bands of frequencies for passing into the amplifying
stage. Low-order of IIR and FIR filters are used ac-
cording to the input video. Subsequently, the filtered
frames are magnified through the use of a suitable
magnification factor that is multiplied by the resulted
frequency band from the temporary filter.

6) Step 6: After combining the resulted bands from the
pyramid decomposition with the amplified bands,
a reconstruction process of Laplacian or Steerable
pyramid is accomplished according to the type of
the magnification method; LB-EVM or PB-EVM,
respectively. Fig.8(a) shows the first magnified frame
of our example.
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Figure 6. Examples of the resulted frame from the resizing and YIQ-conversion steps.

7) Step 7: The wavelet denoising algorithm is applied
to eliminate the magnified noise from the magnified
frames. The db4 wavelet function is used with five
levels of WT, and the denoising process is subjected
to a soft threshold. The resulted wavelet coefficients
are reconstructed by five levels of wavelet synthesis.
The output of the denoising step is shown in Fig.8(b).
The difference in quality before and after applying
the wavelet denoising algorithm can clearly be seen.

8) Step 8: Transforming the magnified frames from
YIQ model to RGB model to retrieve the original
video colour. Eq. (10) is applied on each frame
to achieve this transformation. Fig.8(c) displays the
result of this step for the first frame of our example.


R

G

B

 =


1 0.956 0.619

1 −0.272 −0.647

1 −1.106 1.703




Y

I

Q

 (10)

9) Step 9: Finally, up resizing the resulted frames by
200 % of the height and width of the resulted video
frames to return the magnified video to its original
size. In this step, we also use the same Lanczos-3
resampling method. Fig.8(d) shows the final result
for the first frame from our example.

5. EXPERIMENTS AND DISCUSSION
To evaluate the performance of the developed EVM,

objective quality metrics are utilized. These metrics are
modified to be applied to the video dimension:

A. Peak signal-to-noise ratio (PSNR)
PSNR is calculated for the resulted video frames ac-

cording to (11) to evaluate the video quality, where the
square of the largest pixel intensity value (255) is divided
by the mean square error (MSE) of each video frame. After
that, the final required PSNR is calculated by averaging the
PSNR values of all video frames.

PS NR = 10 log( 2552

MES )

http:// journals.uob.edu.bh

http://journals.uob.edu.bh


406 Haider Ismael Shahadi, et al.: Performance Enhancement of Eulerian Video Magnification

Figure 7. Examples of the pyramid decomposition results.

MS E = 1
N×M
∑3

k=1
∑N

i=1
∑M

j=1

[[
(Ii, j − Iai, j)

]2]
(11)

Where, I is the original frame, Ia is the amplified frame,
N and M are the frame dimensions, and k is the layer
number in each frame (R,G,and B).

B. Maximum Error (MAXER)
is the absolute maximum squared deviation between

input and output video frames as shown in (12).

MAXER =

∑N
i=1
∑M

j=1(Ii, j − Îi, j)

N ∗ M
(12)

Where: I and I are the original and the amplified frames
respectively, M and N are the frame dimensions .

C. Energy ratio of the square norm (L2RAT)
ratio of the normalized output to the normalized input

video frames as shown in (13).

L2RAT =
norm

[
Î
]2

norm [I]2 (13)

Where: I is the input frame, I is the magnified frame.

D. Blind reference-less Image Spatial Quality Evaluator
(BRISQUE)
The BRISQUE algorithm allows for determining the

perceived quality by employing a model depend on natural
images with self-ratings instead of a reference image as
shown in (14). After training the model, it indicates the
apparent quality better than PSNR [35]. The score range
[0; 100] represents values of BRISQUE, where the numbers
close to 0 refers to better quality.

Î(i, j, k) =
I(i, j, k) − µ(i, j, k)
σ(i, j, k) + c

(14)

Where, I(i, j, k) represents the intensity of the input
frame, (i, j, k) is the local mean, (i, j, k) is the local variance,
and c is a small constant approximately equal to 1; it is used
to prevent the denominator from being equals to zero, which
causes an instability.

All the experimental results are achieved using Matlab
version 2017-b.The videos used in the tests are shown in
Fig.9 that have AVI format and sizes as follows:Baby1
source video has 301 frames, where the frame rate is 30
frames per second (FPS) and the frame size is 960×544
×3. Baby2 source video has a frame size of 640×352 ×3,
900 frames, and a frame rate of 30 FPS. Baby3 source
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Figure 8. Sample results to show the steps of obtaining magnified frame.

video has a frame size of 1280×720×3, 222 frames, and
30 FPS frame rate. Eye source video has a frame rate
of 30 FPS, frame size of 1152×896×3, and 140 frames.
Face source video has a frame a rate of 30 FPS, frame
size of 528×592×3, and 301 frames. Camera source video
has a frame size of 512×384×3, 1001 frames, and a frame
rate of 300 FPS. All the videos except Baby3 have been
downloaded from the MIT website, whereas the Baby3-
video has been recorded for a baby is casualty viral hep-
atitis in central child hospital - Iraq. The presented results
are compared to conventional EVM and also to relevant
work. Five methods have been used in our comparison
that includes: conventional LB-EVM [8], conventional PB-

EVM [9], enhanced EVM (E2VM) [13], Riesz pyramids
for fast PB-EVM (RFPB-EVM) [17], and efficient motion
magnification systems (EMMS) [12].

5.1 Comparison between the developed and conven-
tional LB-EVM

Three videos (Baby1, Baby2, and Face) have been used
in the comparison tests as illustrated in Table II. Both the
processing time and noise are extremely reduced, where the
processing time is reduced to about 50% and the magnified
video quality is highly enhanced. Table II also shows the
comparison tests at large magnification factors. Figs. 10 and
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Figure 9. Source videos used in the experiments.

11 show samples of the source frames and magnified frames
by conventional and developed LB-EVM at magnification
factor α=30 and α=200, respectively. It clearly seems from
(Figs. 10 and 11) the superiority of the developed method
over the conventional LB-EVM. In order to show the results
visually through a video file, some video results related to
the comparison of the developed and conventional LB-EVM
have been uploaded on YouTube (Please refer to the link in
https://youtu.be/pkU6Xz1GVo.).

5.2 Comparison between the developed and conven-
tional PB-EVM

Results in Table III presents the comparison tests be-
tween developed and conventional PB-EVM. Three source
videos have been used in the tests include: Baby1, Baby3,
and Eye. Large magnification factors are used in the tests
(100 and 200). Both the processing time and noise in
the magnified videos are extremely reduced. Where the
processing time is reduced to about 60% and the magnified
video qualities are highly enhanced. Fig. ?? shows a sample
from the source frames, and the magnified frames using
the conventional and developed PB-EVM at α =200. It is
clear that the quality of the developed PB-EVM frames are
much better than that of the conventional one. Moreover,
the processing time is reduced to about 60% of that of
the conventional method. The difference in quality and
processing time are also illustrated very clear in the video

file that is uploaded on YouTube to compare between the
conventional and developed PB-EVM (Please refer to the
link in https://youtu.be/pkU6Xz1GVo).

6. COMPARISON BETWEEN THE DEVELOPED
EVM AND OTHER TECHNIQUES
The performance of the developed EVM models are also

compared to related work as explained below:

1) Comparison between the developed LB-EVM and E2VM
method [13]:
Table IV shows a comparison between E2VM and the

developed LB-EVM using Baby1 as a source video at
α=20. The developed LB-EVM achieves a time reduction
of about 50% compared to the conventional one, while
E2VM consumes a processing time of 14.5% above the
conventional LB-EVM [13]. Moreover, E2VM still has
significant distortion at large magnification factors.

2) Comparison between the developed PB-EVM and the
RFPB-EVM method [17]:
Table V shows a comparison between RFPB-EVM and

the developed PB-EVM using Baby1 and Camera as source
videos. The RFPB-EVM is faster than the conventional
PB-EVM. However, the quality of the magnified video is
less than that of PB-EVM. Therefore, this method fails
when using the large magnification factors. In contrast, the
developed PB-EVM reduces the time by 60% and produces
better video quality.
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Figure 10. Samples of Baby1 video before and after magnification using conventional and developed LB-EVM approaches at α=30.

3) Comparison between the developed PB-EVM and the
EMMS method [12]:
Table VI shows a comparison between EMMS and the

developed PB-EVM using Baby1 and Camera as source
videos. EMMS reduces the implementation time but it
remains within the limits of using the small magnification
factor. Because the noise is linearly magnified as colour
and motion. The reason for linear magnification here is
due to the concept that the WT divides the image between
both frequency and spatial domain into different bands.
The noise and subtle changes required to be magnified are
both located in the same bands especially in high-frequency
bands. Therefore, the noise and unwanted motion or colours
are magnified also by the same ratio of wanted changes. As
a result, the distortion appears in the magnified frames at
large magnification factors. In contrast, the developed PB-
EVM is able to reduce the implementation time significantly
and improve the quality of the resulting video by reducing
the noise.

7. CONCLUSIONS
This paper has developed an efficient EVM based on

the standard (LB-EVM and PB-EVM). The developed ap-
proaches reduce the processing time by more than 50%
and at the same time enhance the noise performance of
the magnified videos. The developed technique can easily
magnify invisible motion or colour variations in the video
frame to be detectable to the naked eye. Wavelet transform
is employed to remove the magnified distortion from video
frames by localize the frequency bands that consists the
noise, and the Lanczos-3 kernel filter is utilized to reduce
the size of the processed data by EVM without effect
the subtle information. The experimental results of the
developed approach have shown that it is superior in both
processing time and noise performance compared to the
standard EVM models and other related approaches. This
allows the developed EVM to magnify subtle motion and
colour change by larger magnification factor compare to
the other approaches. Therefore, the developed EVM can
be used in different applications. For example, it can be
used to measure the accurate human vital signs such as
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Figure 11. Samples of Face video before and after magnification using conventional and developed LB-EVM approaches at α=200.

heart rate, oxygen percentage in blood, body temperature,
and breathing monitoring for patients that have infected
diseases such as COVID-19, burned region of body, and
low immunity. Furthermore, it can be employed in scientific
applications such as chemistry to monitor the variations
during interactive, physics to monitor metal changes versus
temperature and other parameters. For future work, complex
wavelet can be employed instead steerable pyramids to
magnify the phase of motion instead pixel’s intensity.
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Figure 12. Samples of Baby1 video before and after magnification at α =200 using the conventional and developed PB-EVM.
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