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Abstract: Recently, Business expansion, marketing and advertisement is more fast and convenient process through social network
analytic. In this paper, the influence maximization problem is addressed, which is the process of selecting the best suitable initial users
or customers or spreaders who can use or advertise or spread the product information in such way that in their own social network
maximum people can receive the information about that product. Still, the seed selection problem is NP-hard problem and to date none
of the algorithm has focus on combination of various centrality of nodes that can significantly impact on seed selection process. In this
paper, we propose the novel seed selection algorithm which can fill the gap and achieve the diffusion speed by combining five centrality of
node. For that, We conduct simulations to evaluate the diffusion speed of our proposed algorithm and existing benchmark seed selection
algorithms using real-world authors collaboration networks. Experimental results show that our proposed algorithm outperforms various

existing benchmark seed selection algorithms by achieving optimal diffusion speed.
Keywords: Influence maximization, Seed selection, Social network, Diffusion, Centrality, Entropy

1. INTRODUCTION

Recently, online business expansion and advertisements
are at the peak. In this era, influence maximization is
a quite important phase in social network applications,
such as online business campaign, product launching and
so on. Influence maximization is to select group of such
people from the social network who can target a large
community in the network. In general, influence maxi-
mization problem is to select the initial people who can
help in the maximization of the influence in their network.
There are lots of seed selection related studies available for
influence maximization using various information diffusion
models, such as Independent Cascade (IC) model [1] and
Linear Threshold (LT) model [2]. According to these two
models, each social network consists of nodes having states
“Active” or “Inactive”. If the set of nodes have accepted the
information provided by their neighbor and also actively
diffusing information in their network then the set of nodes
is called active nodes, otherwise, it is inactive node. Initially,
Kempe et al. [3] proposed the seed selection problem
which is a discrete optimization problem. There is a vast
range of important applications of information diffusion in
viral marketing and the problem is explored so well still
many demands are not satisfied yet. According to “No
Free Launch’[4] theorem, if one optimization algorithm
performs well for a specific set of problems then that
doesn’t guarantee to solve all other optimization problems.
Hence, by following the NFL theorem, researchers can

propose some novel optimization algorithms to solve the
problems in various fields and may exist multiple optimiza-
tion algorithms. So, we take various centralities of nodes in
consideration to improve the diffusion speed of information
maximization. This novel algorithm is entitled, as a Seed
selection Algorithm using Centrality based Entropy.

In this study, this algorithm is applied for selection of
initial nodes which are known as seed nodes. Seed nodes
help us to achieve influence maximization in network. It
motivates us to propagate our study with the following
objectives, as: (a) Increasing in diffusion and (b) Reduction
in diffusion time. Centrality measures can be given as,
Degree Centrality [5], Closeness Centrality[5], Betweenness
Centrality[5], Eigenvector Centrality[5], PageRank Central-
ity [6]. Hence, the contributions of this article can be
given, as: We have proposed a seed selection algorithm to
maximize the speed of information diffusion in the network
and the proposed algorithm is verified with benchmark
real-world data sets as well as existing seed selection
algorithms. As shown in experimental results, the proposed
algorithm gives better performance over the various existing
algorithms.

Analysis of large social network for information diffu-
sion is very tedious task for data analyst. There are various
social, emotional, economical factors that can maximize or
minimize the influence diffusion. Thus, influence is highly
depends on advertisement and profit-loss of particular prod-
uct, so information maximization in social networking is
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challenging task. As social network has a nature type
dynamic, seed selection is extremely crucial task for dif-
fusion. Besides having all these factors, an efficient seed
selection algorithm is proposed based on various centrality
measures, and compared with various benchmark data sets.
The proposed algorithm can be applied on directed as well
as undirected networks. Finally, we provide the diffusion
speed analysis of benchmark algorithms v/s the proposed
algorithm.

The remainder of this article is organized as follows.
Section 2 includes Influence Maximization related work.
Section 3 briefly discuss the preliminaries required for the
study. The proposed seed selection approach is discussed in
Section 4. The empirical analysis is discussed in Section 5.
Finally, the conclusion is presented in Section 6.

2. RELATED WORK

The influence maximization problem is a most recent
issue in the field of social network analytic. One of the
important application of influence maximization is for
company to promote products online using word-of-mouth
effects in social networks. It should be cost-effective for
company and people both. Company gives discount for
connecting few more in the particular scheme. At the last
potentially large cascade is generated by initial adopters of
product. To generate cascade in maximum as possible way,
selection of initial adopters of products is one of the crucial
task [7]. Domingos and Richardson et al. [8] proposed the
influence maximization as application of viral marketing.
The influence maximization as an optimization problem
as well as NP-hard under independent cascade model and
linear threshold model was proposed by Kempe et al. [3],
[9].

To remove unnecessary simulations, Leskovec et al. [10]
proposed CELF algorithm, which uses the lazy evaluation
technique based on sub-modular function and prior queue
is used for implementation. To find the relevant solution of
problem Chen et al. [11] discussed existing work related to
influence maximization in social network. To enhances the
performance of CELF, Goyal et al. [12] proposed extended
version of it, which is named as CELF++. To achieve the
sub-modularity of influence during the information diffusion
process, Cheng et al. [13] proposed Static Greedy algorithm.
With the help of Static Greedy, it is possible to achieve high
accuracy, by reducing the cost of computation. Borgs et al.
[14] used reverse influence sampling method and proposed
novel algorithm to solve influence maximization problem,
which is capable to increase the efficiency as well as it
is independent from the framework of greedy algorithm.
Many researchers have contributed their efforts to solve
the influence maximization problem as well as extended
problem of it. Initial adopters i.e., seed set demands some
budget to maximize the influence in network. To reduce
the allocated budget, Leskovec et al. [10] proposed budget
oriented method in which selection is performed based on
influence on network. As we know that social network is
not static network. As it is dynamic network, structure of
network can be changed at any point of time. The solution

of influence maximization issues related to dynamic net-
work was given by Zhuang et al.[15] and Chen et al.[16].
Similarly, Yang et al. [17] also proposed method named as
a general coordinate descent algorithm.

Wang et al. [18] proposed a new problem called Infor-
mation Coverage Maximization, in which seed selection is
performed based on active nodes and informed nodes (the
nodes still in inactive state). Some event must be diffuse
in network as far as possible with in short period of time.
Liu et al. [19] worked on same problem and proposed the
time constrained influence maximization problem. Litera-
ture study shows that extensive research has been performed
on the influence maximization problem [20], [21], [22], still
this problem can’t be answered thoroughly. In the traditional
influence maximization problem, only influence extent is
taken into consideration, but time required to spread the
influence in network is one of the important factor [23].
Based on this study, we identified the solution for problem
of the Influence Maximization problem. In proposed work,
we have find out set of seed nodes which can help in
maximization of the influence in social network which can
be named as Seed selection Algorithm using Centrality
based Entropy.

To check the spreading behavior in signed network Li
at el. [24] proposed a simple opinion spreading model
based on the susceptible-infected-recovered (SIR) epidemic
model. During analysis in signed network, it is found that
critical spreading rates is depends on the fraction of posi-
tive relationships. Fei at el. [25] proposed novel approach
of identifying influential nodes in complex network by
combining of the existing centrality measures. Experiments
conducted over proposed method shows superiority of pro-
posed work. Zhang at el. [26] also proposed seed selection
algorithm which remove the edges and obtained global
efficiency. Based on the global efficiency, new centrality
measure can be achieved, which is more effective than the
other three centrality measures. Yang at el. also [27] pro-
posed a dynamic weighted Technique for Order Preference
by Similarity to Ideal Solution (TOPSIS) to identify the
influential nodes in complex networks. It is dynamic and
works based on the assignment of the appropriate weight to
each attribute, based on the grey relational analysis method
and the Susceptible-Infected-Recovered (SIR) model.

3. PRELIMINARIES

In this section, we provide the some concepts related
to influence maximization and seed selection, and basic
definitions of terminologies used throughout the article.
Initially, to analyse the various properties of social network,
it is mandatory to represent the social network through one
of the data structure. Here, graph data structure is most
suitable, so mathematical representation of social network
in terms of graph can be given as follows:

Definition 1: (Social Network as Graph) In a social
network analysis, a graph G consists of two features as node
Vi, and directed or undirected edge set E; (i = 1,2,...,3).
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TABLE I. A benchmark network: Karate data set [28].

Source — Target Source — Target Source — Target Source — Target Source — Target Source — Target

0—-1 456 13-2 19 - 0 301 325123
0-2 556 13-3 19 -1 30 - 32 32529
0-3 8§ -0 13 >33 19 - 33 30 - 33 32533
0-4 852 14 - 32 21 >0 30-8 32-8
0-5 9-2 14 - 33 21 > 1 3150 33520
0-6 10 - 0 15— 32 23 525 31 - 24 33522
0-7 10 — 4 15 - 33 23 527 31 - 25 33523
1-2 10-5 16 -5 25— 24 31 - 28 335126
1-3 11 -0 16 — 6 27 -2 31 - 32 33 527
1-7 1250 17 -0 27 - 24 31 >33 33 528
23 12-3 17 -1 28 -2 32520 33529
27 1350 18 - 32 29 - 23 3252 3358

357 131 18 - 33 29 > 26 32 522 33-9

It can be represented, as:

Here, V; is the set of nodes which show person in network,
and E; is the set of edges, shows person’s relationship with
other people in network.

Here, graph data structure is most suitable, so mathematical
representation of social network can be given in terms of
graph. The edge representation of Karate dataset is as shown
in Table 1. By referring graph structure of social network,
various analysis can be performed on it. Each analysis based
on centrality measures can be defined as follows:

Definition 2: (Degree Centrality)[5] In social network
G = (V. E;), the set of vertices having higher out-degree
ko are can be considered as more central nodes, as they
are capable to generate more choices for their neighbour
nodes while the set of vertices having higher in-degree k;,
are can be considered as more prestigious nodes, as they are
capable to receive more choices for their neighbour nodes.

Definition 3: (Closeness Centrality)[5] In social net-
work G = (V;, E;), the farness of node v; can be given
by sum of the distance of node v; to all other nodes in
V;. The closeness of node v; is the inverse of the farness.
Mathematically, closeness of node v; can be given as:

1
Zviiu, dui

Closeness of node shows how much time will it take to
spread the information in network from v; to all other nodes
u; (i = 1,2,...,n), in network. More closeness of nodes
shows less time will it take to diffuse the information.

@

Closeness(v;) =

Definition 4: (Betweenness Centrality)[5] In social
network G = (V,, E;), the betweenness of node v; can be
given by sum of fraction of all pairs of shortest paths from
u to w that pass through node v; to all pairs of shortest paths
from u to w. Mathematically, betweenness of node v; can
be given as:

Betweenness(v;) = M 3)
Yu,weV; P(u’ W)

Definition 5: (Eigenvector Centrality)[5] In social net-

work G = (V;, E;), the eigenvector centrality of node v;

is the centrality for a node based on the centrality of its
neighbors. Nodes become important if its neighbors have
strong connections.

Eigenvector(v;) = A Z(W * X(v)) “4)
Vv,

where W is weight of each neighbours of v; and v; are the
set of nodes which are neighbours of v;.

Definition 6: (PageRank Centrality) [6] In social net-
work G = (V;, E;), the PageRank centrality of node v; ranks
the importance of nodes in a graph based on how likely
they are to be reached when traversing a graph.

Recently, most of the research trends are towards the
solution of NP-hard problems. Influence maximization is
one of the NP-hard problem. The detailed description of
influence maximization and seed selection problem are as
given below.

A. Influence Maximization

When information is diffused in network to maximize
the spread, basically there are four models are used for
diffusion, as: (1) Linear Threshold model (LTM), (2) In-
dependent Cascade model (ICM), (3) Heat diffusion model
(HDM), (4) Epidemic model. Detailed description of linear
threshold model and independent cascade model are as
given below:

1) Linear threshold model: Initially, Granovetter and
Schelling [2] proposed the linear threshold model. In
this model, each individual has a its own threshold
to adopt the behavior of group from where they
belongs. The threshold of individual nodes v; can be
indicated using 6; € [0, 1]. If more number of nodes
join to the same behavior then automatically social
pressure increases on the nodes who are still agreed
to the same behaviour. In this model, once the node
v; get activated, it will remain activated throughout
the diffusion [20]. At each stage of diffusion, all
inactive nodes v; compare their own threshold 6;
with other active nodes and if they found that their
own threshold 6; is less than other activated nodes
then inactive nodes change their status to activated.
As well as newly activated nodes remain activated
and also tries to activate all other inactive nodes.
Also they can tries more than one attempt to activate
other inactive neighbour nodes.

2) Independent cascade model: Initially, the indepen-
dent cascade model was proposed by Goldenberg [1].
This model works based on activation probability of
other neighbor nodes and a node has single chance
to get activated. For example, in network node v; is
active node and it tries to get activate neighbor node
vj. Node v; can attempt to activate node v; only once.
Activation of node v; may results in fail or successful
activation through v;. The edge between node v; and
v; has probability p so node v; has single chance to
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activate node v; with probability value p. If edges
have some weight assigned then weighted cascade
model is taken in to account.

B. Seed Selection

Domingos and Richardson proposed the influence max-
imization problem for probabilistic methods. Kempe et
al. proposed the model for the discrete optimization
problem[29], [30], [31]. Greedy algorithm is computation-
ally inefficient for large networks[32]. Thus, two overcome
various limitations two major types of algorithms have been
proposed as solutions:(i) Heuristic algorithm, (ii) Greedy
algorithms. To improve the efficiency of seed selection
many heuristic algorithms have been proposed i.e. Degree
Discount, SIMPATH, ShortestPath etc., whereas optimiza-
tion algorithms have been proposed to improve the running
time i.e. CELF, CELF++, NewGreedy and MixedGreedy
[33]. Some other seed selection methods are as explained
below:

1) Random: In this method, it assigns seeds uniformly
at random.

2) Greedy: It is the result when algorithm picks seeds
independently from each others [34], [35].

3) Degree: It is a heuristic algorithm based on degree
centrality in which high degree nodes selected as
influential ones. The seeds are the nodes with the k
highest out-degrees [36], [37].

4) Degree Centrality: In this method the highest degree
nodes are used as seeds. The higher degree nodes
take less time to reach more nodes. [38].

5) Degree Discount [39] : A degree discount heuristic
algorithm which provides much better results than
the classical degree and centrality based heuristic
algorithms..

6) CELF [10] : Cost Effective Lazy Forward (CELF) is
focus on contaminant detection for water distribution
network, finding important stories in a blog network
and 700 times faster than the greedy algorithm.

7) CELF++ [12] : It is extended version of CELF which
is 35% to 55% faster than CELF.

8) NewGreedy [39] : This algorithm is specially made
for independent cascade model with 20000 simula-
tion rounds.

9) MixedGreedy [39] : The MixedGreedy algorithm is
made specially for independent cascade model. In
this algorithm first round uses NewGreedy and then
it uses CELFGreedy algorithm.

10) SIMPATH [40] : This algorithm is based on vertex
cover of nodes. SIMPATH works on the CELF
optimization that iteratively selects seeds in a lazy
forward manner.

11) ShortestPath [41] : This model is based on shortest
path. The node having shortest path between other
node, it can be selected as seed node to influence
other nodes.

Besides the above solutions of seed selection algorithms,

we proposed the seed selection from the view of social
community, which is based on centrality measures for
mining top-k influential nodes.

4. THE PROPOSED SEED SELECTION ALGORITHM

In social network, each node has some properties as they
have the connection to other people. The set of best influen-
tial nodes can be selected using their edge properties. As per
the Definitions (2) - (6), various conclusion can be derived.
Higher degree centrality shows higher connections. So the
nodes having higher degree are suitable for seed selection.
Higher value of closeness centrality shows more closeness
of nodes with each other. So the nodes having more close-
ness are suitable for seed selection. Higher betweenness
centrality shows higher connections as intermediate node
for shortest path. So the nodes having higher betweenness
are suitable for seed selection. Higher value of eigenvector
centrality shows more connections of its neighbour nodes.
So the nodes having more eigonvector are suitable for seed
selection. Information can be spread by selecting the nodes
having neighbour with strong connections.

Here, problem can be described as, based on above
measures of each nodes, it can be derived that the nodes
having higher values of degree centrality may have not
the higher reach to network in directed network. Because
higher degree of nodes may consists of higher in-degree
and out-degree may be less. So, here node doesn’t give
higher betweenness centrality. Both degree centrality and
betweenness centrality may be high for same node is not
possible and it can happened with all centrality measures.
So, selection of nodes having all optimal centrality is
solution for influence maximization. Separately, these all
centralities have different importance in network. So, the
proposed method uses equation which can be used for
selecting optimal seed selection using all centrality, as:

Entropy = exp BC+exp CC+exp DC+exp EC+exp PR (5)

here, BC= Betweenness Centrality, CC= Closeness
Centrality, DC= Degree Centrality, EC= Eigonvector
Centrality and PR=PageRank Centrality.

This Equation makes all five centrality values bigger
by exponential function. So we can select optimal nodes
from the network. It is looks like if we want see difference
between two small dots then we have to see them from
microscopic view. By making dots larger from microscope,
it can be easily sort out by size. This same fundamental
works for seed selection. So, we have proposed novel
algorithm based on Eq. 5, as:

Algorithm 1 shows the complete entropy measures based
seed selection algorithm. Line 1 shows Input as graph G,
G consists of V and E where V = set of vertex, E = set
of edges. Line 2 shows set of seed S where each seed is
belongs to vertex. Line 3 shows that Line 4 to 7 perform
for each vertex v; in set V. Line 4 shows degree centrality,
Closeness centrality, Betweenness centrality, Eigenvector
centrality, PageRank based on Definitions 2- 6. Calculate
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Algorithm 1 Algorithm for centrality measures based seed
selection algorithm.

TABLE IV. A Diffusion Speed for all Dataset using different size
of Seed nodes for Linear Threshold Model.

1: Input: Graph G = (V, E), where V = set of vertex, E =
set of edges.

2: Output: Seed set S, where Vs; € V.

for Yv; € V do

4: Obtain the degree centrality, Closeness centrality, Be-
tweenness centrality, Eigenvector centrality and PageR-
ank for node v; (based on Definitions (2)-(6)).

5. Calculate entropy measure based on Eq. 5.

: Sort all the vertices in decreasing order.

7: Prepare seed set S, where Vs; € S, having maximum
energy value.

8: end for

9: return Seed set S, where Vs; € V.

hed

TABLE II. Various centrality measure and entropy for each node of
Karate data set.

Node Degree  Betweenness Closeness Eigen Vector PageRank || Entropy
Centrality  Centrality  Centrality  Centrality _ Centrality
0 09696 04376 0.5689 0.3554 0.0970 ] 84813
1 05454 0.0539 0.4852 0.2659 00528 || 6.7644
2 06060 0.1436 0.5593 03171 00570 || 7.1691
303636 0.0119 0.4647 02111 00358 || 6.3138
4 01818 0.0006 0.3793 0.0759 00219 || 5.7624
5 02424 0.0299 03837 0.0794 00291 || 5.8847
6 02424 0.0299 03837 0.0794 0.0291 || 5.8847
7 02424 0 0.44 0.1709 00244 || 6.0382
8 03030 0.0559 05156 0.2274 00297 || 6.3717
9 01212 0.0008 0.4342 0.1026 00143 || 5.7959
10 01818 0.0006 0.3793 0.0759 00219 || 5.7624
11 0.0606 0 0.3666 0.0528 0.0095 || 5.5692
12 01212 0 0.3707 0.0842 00146 || 5.6803
13 03030 0.0458 05156 0.2264 00295 || 6.3597
14 01212 0 0.3707 0.1014 00145 || 5.6991
15 01212 0 0.3707 0.1014 00145 || 5.6991
16 01212 0 02844 0.0236 00167 || 5.4987
17 01212 0 0375 0.0923 00145 || 5.6953
18 01212 0 0.3707 0.1014 00145 || 5.6991
19 01818 0.0324 05 0.1479 00196 || 6.0603
20 01212 0 0.3707 0.1014 00145 || 5.6991
21 01212 0 0.375 0.0923 00145 || 5.6953
2 01212 0 0.3707 0.1014 00145 || 5.6991
23 03030 0.0176 0.3928 0.1501 00315 || 6.0469
24 01818 0.0022 0.375 0.0570 00210 || 5.7366
25 01818 0.0038 0.375 0.0592 00210 || 5.7404
26 01212 0 0.3626 0.0755 00150 || 5.6596
27 02424 00223 04583 0.1334 00256 || 6.0471
28 01818 0.0017 04520 0.1310 00195 || 5.9325
29 02424 0.0029 0.3837 0.1349 00262 || 5.9161
30 0.2424 0.0144 0.4583 0.1747 00245 || 6.0861
3103636 0.1382 0.5409 0.1910 00371 || 6.5528
2 07272 0.1452 05156 0.3086 00716 || 7.3363
33 1.0303 03040 0.55 0.3733 0.1009 || 84493

TABLE III. A benchmark network data set [42], [28].

No. of Seed Random Degree Centrality Betweenness Closencss Eigen Vector PageRank The Proposed

Nodes Centrality Centrality _ Centrality  Centrality _ Centrality _ Algorithm
Karate Dataset 3 35351 1036.269 348028 1294879  1085.142 1244019  1859.799
7 1000.667 1187215 2170284  2085.071 2168474 2365787 2898551
10 787.176 2337229 2300469 619490 788309 1222707  2367.942
15 1334.159 430.652 2430.307  1867.787 2418682  1890.254  2638.763
GrQe 15 40.793 96.808 66.038 47.526 34027 49.484 118.679
20 62.944 131137 102770 151147 48599 117.928 201628
25 74723 41.841 76673 118309 74722 129273 132960
30 82.133 211.306 174466 107175 51114 130180  215.874
50 142,153 252.817 230191 151796 108748 245966 523752
100 268.707 419.067 311402 330274 168804  596.825  648.686
CondMat 15 5.440 19.334 13.283 11.854 23297 34871 35191
20 7.998 24547 33279 9701 31074 34.488 37.268
25 11.036 26.814 21718 11.757 21.627 30.809 31.405
30 13.436 36551 54.808 20780 46.989 48.748 59.597
50 19.535 63.142 66.821 18.067 89.747 78.133 116.010
100 42371 127372 80.803 35627 152238 141.083  154.832
HepPh 15 19.290 58.193 16.641 16.603 20763 113.393 58.299
20 31270 73.029 22359 30.066 40.688 111981  104.951
25 38291 88.475 34786 21.880 34188 133367 97.653
30 49.323 110.059 30973 30.957 43992 186986  130.468
50 83.554 220.834 58.920 68.817 74912 304556 311.060
100 137.402 350.588 111867 147.337 163402 563200 654297
AstroPh 15 2555 8.397 8.439 4630 5553 7.286 11.266
20 3.921 10.465 12,117 6.063 5628 7.801 21615
25 4331 12,180 14.695 6.111 5702 8.180 24913
30 5.294 13.511 16.451 8.046 7523 12.066 25.037
50 9.489 20.472 38217 19.679 10.874 17.041 45157
100 18.054 36.841 49.846 19.081 27.808 39.622 63.812
Facebook 15 5737 75.818 96.044 35.899 16048 113.002  217.740
20 8.615 77.952 110988 35985 17182 103790  229.870
25 11.793 81.137 168439 36.550 17.621 101179 218.969
30 12471 80.278 141819 56.640 21290 108135 251572
50 26.677 81567 122507 55.088 27.648 134711 251.268
100 41.691 80.389 148490 64902 80.784 161691 222334

Table II shows all Centrality for all nodes in Karate
dataset. Entropy is calculated based on all Centrality of node
which shows each centrality measures are independent from
each other and each have different importance in entropy
function shown in Eq. 5.

5. EMPIRICAL ANALYSIS
A. Data sets description

In order to evaluate the proposed seed selection algo-
rithm, we conducted experiments on 6 real networks of
various sizes from the Stanford Large Network Data set
Collection (SNAP) [42], and Newman’s Network data [28].
The main characteristics of the studied networks are shown
in Table III.

e Zachary’s Karate Club network: It is about that due

to the conflicts between the instructor Mr. Hi and the
administrator Mr. John A, the karate club was divided

Dataset Nodes Edges Maximum  Avg.  Density Avg. Shortest

Degree Clustering Path Length
Karate 34 78 17 0.57063  0.1390 2.3374
GrQc 5242 14496 81 0.5296 0.00105 6.0466
CondMat 23133 93497 281 0.6334 0.00034  5.3518
HepPh 9877 25998 504 0.4714 0.00053 5.9444
AstroPh 18772 198110 504 0.6305 0.00112  4.1937
Facebook 4039 88234 1045 0.6055 0.0108 3.6915

into two parts. In includes 34 nodes and 78 edges
between nodes, which was studied by Wayne W.

e Facebook Network: The circles are collected by
surveying friend list from Facebook app. By this
survey, the node profile, friends list as circles and

entropy measure of each node based on Eq. 5 as shown in
Line 5. Sort all vertices in decreasing order and choose first
k - nodes from them as shown in Line 6 and 7 of Algorithm
1. Line 9 gives seed set S as a result of Algorithm 1.

ego network information are collected.

e Collaboration networks: AstroPh network, CondMat
network, GrQc network, HepPh network are collab-
oration network of Astro Physics, Condense Matter
Physics, General Relativity and Quantum Cosmology,
and High Energy Physics - Phenomenology, respec-
tively. The data includes papers of the duration from
January 1993 to April 2003.
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TABLE V. A Diffusion Speed for all Dataset using different size of
Seed nodes for Independent Cascade Model.

No. of Seed Random Degree Centrality Betweenness Closencss Eigen Vector PageRank The Proposed

Nodes Centrality Centrality ~ Centrality  Centrality ~ Centrality  Algorithm
Karate Dataset 5 469.799 239.976 604.026 270.270 765.156 667.408 3768.844
7 428.980 1000 750.469 800.533 800.453 387.346 1828.335
10 766.058 385.604 850.851 583.819 1215.153 800.533 2857.142
15 833.809 1111.729 873.362 836.820 1053.740 1125.703 1320.607
GrQc 15 46.835 122.304 109.947 60.094 78.872 100.203 473.721
20 47.741 105.112 113.797 91.675 136.888 133.202 384.102
25 77.450 146.546 134.826 127.111 98.685 161.984 608.155
30 85.235 232.668 96.438 156.593 108.790 223.049 253.014
50 128.645 362.196 158.701 367.209 125.583 312487 474.793
100 284.745 414.175 335.959 486.902 230.287 439.029 938.436
CondMat 15 8.833 104.110 85.623 60.124 45.937 60.626 219.683
20 11.060 142.263 176.469 29.929 44.031 82.430 184.198
25 11.801 155.393 88.828 44.154 65.680 99.662 188.727
30 20.560 155.643 146.599 56.312 72.528 97.875 205.557
50 31.068 230.277 288.663 93.278 90.840 133.243 449.649
100 50.852 368.852 305.647 251.703 151.549 287.199 448.375
HepPh 15 32787 130.909 108.728 32.031 28.081 94.097 70.091
20 33.879 156.295 135.115 46.575 29.840 82.430 133.812
25 31.300 220.763 340.980 81.056 37.367 133.622 76.595
30 60.168 204.082 232.887 141.083 33.010 169.165 115.740
50 81.725 335.888 357.598 141.434 61.595 243.797 271.777
100 153.379 567.757 417.447 264.028 128.305 373.984 1206.584
AstroPh 15 6.737 88.519 45.482 37.500 43.631 88.112 106.201
20 7.556 145.170 44.010 88.925 65.732 85.783 243.394
25 15.469 120.960 93.033 40.076 73.381 78.782 89.907
30 12.381 130.206 95.976 75.657 99.327 76.811 235.536
50 21.079 203.811 149.045 98.188 110.951 129.723 439.432
100 47.609 264.177 121.088 177.782 171.407 196.837 535.156
Facebook 15 22.875 241.388 199.439 118.369 72.811 204.737 278.743
20 37.817 234.585 87.146 47.391 100.0958 204.300 418.284
25 72.656 303.142 193.888 77.883 109.717 212973 399.869
30 71.469 287.847 127.688 80.690 116.436 241.212 413.150
50 79.684 507.147 267.717 152.395 109.483 268.826 779.422
100 204.824 521.310 262.996 230.854 115.095 420.097 1136.233

B. Evaluation criteria

In this paper, Diffusion Speed is taken into consideration
to evaluate efficiency of the proposed seed selection
algorithm. Diffusion Speed can be defined as the ratio of
total influenced nodes to total time taken for diffusion.
The proposed a novel solution called centrality based
seed selection, is used to spread influence in network as
far as possible within minimum time period. We have
used various benchmark seed selection algorithms such
as Random and all Centrality. Finally, we conducted a
series of experiments on both linear threshold model and
independent cascade model, to verify the proposed seed
selection algorithm. The experimental results show that
proposed seed selection algorithm works far better than
various existing benchmark methods. The performance of
proposed seed selection algorithms is also demonstrated in
the experiments.

Table IV shows various experiments performed for
different seed set and seed selection algorithms. For all
other datatset the proposed entropy based algorithm gives
better performance for Linear Threshold Model. Reason
behind this performance is that entropy is representative
of the strength node and it is made up of all Centrality.
Entropy gives equal importance to all centrality measures,
so each centrality measures get combined. More entropy
represents more connectivity and more information
diffusion occurs. So the proposed entropy based seed
selection outperforms with Linear threshold model and
Karate, GrQc, CondMat, AstroPh, HepPh and Facebook
datasets. From the Table VI, it can be say that in Linear
Threshold Model, the minimum average performance
gain is with PageRank Centrality and HepPh dataset i.e.

-4.18% and the maximum average performance gain is
with Random and Facebook Dataset i.e. 92.31%

Table V shows various experiments performed for
different seed set and seed selection algorithms. For all
other datatset the proposed entropy based algorithm gives
better performance for Independent Cascade Model. The
proposed seed selection algorithm selects the nodes which
have all optimal Centrality so that maximum diffusion can
be achieved. More entropy represents more connectivity
so it is more suitable for seed node which gives more
information diffusion occurs. So, the proposed entropy
based seed selection outperforms with Independent Cascade
Model and Karate, GrQc, HepPh, CondMat, AstroPh, and
Facebook datasets. From the Table VII, it can be say that
in Independent Cascade Model, the minimum average
performance gain is with Degree Centrality and HepPh
dataset i.e. 14.09% and the maximum average performance
gain is with Random and AstroPh Dataset i.e. 93.28%

TABLE VI. Average Performance Gain (in %) of the proposed
algorithm with respect to the existing benchmark algorithms for
various network data set using Linear Threshold Model.

Data Set Random Degree Betweenness Closeness Eigen Vector PageRank

Centrality Centrality Centrality Centrality Centrality
Karate 67.56% 48.89% 25.67% 39.92% 33.84% 31.15%
GrQc  63.54% 37.39% 47.79% 50.79% 73.61% 31.06%
CondMat 77.02% 31.44% 37.67% 75.18% 15.96% 15.24%
HepPh 73.53% 33.58% 79.69% 76.73% 72.14% -4.18%
AstroPh  77.25% 46.89% 27.13% 66.84% 67.11% 52.04%
Facebook 92.31% 65.72% 43.36% 79.52% 87.03% 48.09%

TABLE VII. Average Performance Gain (in %) of the proposed
algorithm with respect to the existing benchmark algorithms for
various network data set using Independent Cascade Model.

Data Set Random Degree Betweenness Closeness Eigen Vector PageRank

Centrality Centrality Centrality Centrality Centrality
Karate 74.44% 71.99% 68.50% 74.51% 60.77% 69.50%
GrQc  78.59% 55.85% 69.68% 58.83% 75.13% 56.26%
CondMat 92.09% 31.82% 35.63% 68.43% 72.26% 55.13%
HepPh 79.09% 14.09% 15.31% 62.45% 83.08% 41.66%
AstroPh  93.28% 42.24% 66.74% 68.59% 65.78% 60.23%
Facebook 85.72% 38.83% 66.75% 79.34% 81.80% 54.69%

6. CoNcLUSION

The proposed novel seed selection algorithm entitled as
Seed Selection Algorithm using Centrality based Entropy.
The idea of entropy function is microscopic effect of various
centrality measures on nodes. So, it gives seed set which
have optimal information diffusion speed. Higher the dif-
fusion speed shows more faster the algorithm. We conduct
a series of experiments on both linear threshold model and
independent cascade model and can be concluded that for
both, Linear Threshold Model and Independent Cascade
Model the proposed algorithm is optimal faster than existing
centrality based seed selection algorithms with Karate,
GrQc, HepPh, CondMat, AstroPh, and Facebook Datasets.
The performance gain (in %) shows how faster the proposed
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seed selection algorithm performs. From the performance
gain, it can be concluded that the proposed seed selection
algorithm is faster than existing centrality based seed se-
lection algorithms with Karate, GrQc, HepPh, CondMat,
AstroPh, and Facebook Datasets and linear threshold model
as well as independent cascade model.
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