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Abstract: Diabetes is a widely recognized medical condition and is generally mentioned as a silent killer in global healthcare. It is
a metabolic and chronic disease that causes an increase in blood glucose (BGL) levels, leading to long-term damage to the blood
vessels, heart, nerves, eyes, and kidneys, among other vital organs. The causes of diabetes include genetic factors, alcohol consumption,
smoking, weight, the absence of actual work, unfortunate dietary propensities, and hypertension. Depending on the type and severity of
diabetes, other organs in the body, such as the kidneys, heart, and eyes, are more susceptible to diseases. In this research investigation,
we extend a model, the MLP-WOA, which uses a fine-tuned weight of the multi-layer perceptron (MLP) with the diabetes onset
prediction using the whale (WOA) optimization algorithm. We used a benchmark dataset from the Kagle repository to train and test our
model, and we evaluated its accuracy, precision, and recall. Support Vector Machines (SVM), K-nearest (KNN) neighbor, and other ML
methods were evaluated against our model’s outcomes, WOA-MLP, and decision trees (DTs). Our results showed that the MLP-WOA
model performed superiorly to the other experimental models, achieving an accuracy of approximately 76%. Furthermore, we tested
our MLP model using other existing optimizers and observed that the WOA optimizer gave better results. In conclusion, our study
demonstrates that the MLP-WOA model prototype is a promising approach for predicting diabetes and that it outperforms other ML
models. Patients with diabetes may see an improvement in their quality of life as a result of this strategy’s ability to improve diagnosis
accuracy.
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1. INTRODUCTION
In 2020, according to World Health Organisation

(WHO) statistics, there were 34.2 million Americans with
diabetes [1]. The United States had 77 million diabetes
diagnoses in 2019, making it the country with the second-
highest rate of diabetes worldwide [2]. Diabetes is generally
classified into several types, including gestational diabetes,
pre-diabetes, type 1 diabetes, and type 2 diabetes [3]. In
India, diabetes affects over 30 million people, with many
more at risk [4]. Therefore, early clinical diagnosis and
treatment are necessary to predict and prevent diabetes
and its related medical conditions. The chronic disease
known as diabetes mellitus affects individuals worldwide
and is commonly called a silent killer. It is primarily related
to weight, age, physical inactivity, genetic predisposition,

lifestyle choices, poor diet, hypertension, and other factors
[5]. People with diabetes are at increased risk for other
diseases, such as coronary heart disease, kidney disease,
stroke, eye issues, nerve damage, and more [6]. Currently,
medical clinics collect the necessary data for diabetes diag-
nosis through various tests, and established treatments are
given for confirmed diagnoses. Gestational (GDM) diabetes
mellitus is difficult while pregnant, affecting up to 15% of
pregnant women worldwide. High blood (BGL) glucose
levels, known as hyperglycemia, affect individuals with
diabetes. Several factors can play a crucial role in hyper-
glycemia in individuals with diabetes, including skipping
meals, insufficient insulin or other medications to lower
blood glucose levels, and more. Table I provides a detailed
overview of the types, symptoms, causes, and treatment of
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diabetes. Hyperglycemia is a characteristic of diabetes, a
metabolic disease characterized by malfunctions in either
insulin action or insulin secretion or in both [7].

The ongoing hyperglycemia related to diabetes can
cause long-term harm, brokenness, and disappointment in
different organs, including the nerves, eyes, heart, kidneys,
and veins. Figure 1 illustrates the processes of glucose inhi-
bition and enhancement. The pancreas [12] is a tube-shaped,
spongy, elongated organ situated in the abdomen behind the
stomach and adjacent to the small intestine, resembling a
fish. It measures around 6 inches in length. The central
region of the pancreas is known as the body, while the
tail is the tapered end that extends toward the left side of
the body. The pancreas comprises two distinct functional
parts: the endocrine function and the exocrine function.
The exocrine function involves two integrated glands that
produce digestive enzymes or compounds [13]. The cells of
the exocrine system secrete their enzymes into ducts that
merge to form the primary pancreatic duct. This essential
pancreatic duct drains the digestive enzymes produced by
the exocrine cells into the duodenum [14]. These enzymes
include chymotrypsin and trypsin for protein digestion,
amylase for carbohydrate absorption, and lipase for fat
breakdown. The endocrine part of the pancreas comprises
islet cells, known as the islets of Langerhans. Instead of re-
leasing hormones into the pancreatic ducts, these endocrine
cells do so directly into the body’s circulation [15]. The
essential pancreatic chemicals are glucagon, which raises
BGLs, and insulin, which brings them down, supporting
the control of glucose levels. The other hormones pro-
duced by the endocrine cells are pancreatic polypeptide and
somatization. Maintaining proper glucose levels is crucial
for the optimal functioning of the body, as glucose is
essential for the body’s energy needs. Instead of releas-
ing hormones into the pancreatic ducts, these endocrine
cells do so directly into the body’s circulation [16]. The
essential pancreatic chemicals are glucagon, which raises
BGLs, and insulin, which brings them down BGLs, helps
control glucose levels. Machine learning and soft computing
concepts have found widespread use in the classification,
prediction, and analysis of medical datasets, particularly in
the identification and treatment of diabetes [17], [18]. Deep
neural network models are extensively employed across
various fields, including engineering, medicine, agriculture,
and more. The human brain serves as inspiration for NNs,
and they can be used successfully in both supervised and
unsupervised learning applications. Neural networks can be
categorized into six types. The feed-forward neural network,
where input data travels in the same direction without
back-propagation. CNN is a technique designed specifically
for image recognition and processing that processes pixels
through multiple convolutional and normalization layers
[19], [20]. The modular neural network is made up of
multiple neural network models that can act as modules,
each solving a portion of the issue [21]. The data used in
this study were gathered from the Pima Indian Diabetes
Dataset repository in the Kagle repository, which included

a total of 768 patients. The independent variables in the
dataset were medical predictors, such as the number of
pregnancies, BMI, insulin, etc., and the dependent variable
was the target. Optimization involved finding the decision
parameter values that maximize or minimize one or more
specific objectives.

Researchers have proposed various categories of op-
timizers, as described in the literature [22], [23]. In the
context of this paper, the combination of MLP and WOA
has been implemented on the diabetes dataset to enhance
its accuracy. MLP refers to a feed-forward NN with an
input, an output, and a hidden layer. The I/P data layer
processes signals, and the output layer categorizes them.
Essentially, an MLP incorporates multiple hidden layers in
neural networks. During training, back-propagation learning
algorithms are used to adjust the neurons in the MLP. MLP
is particularly suited for predicting an approximation of
continuous functions and for solving non-linear problems.

The research work focuses as follows:

• Present the indications of diabetes and organ function-
alization related to diabetes. • Describes Clinical Diabetes
diagnosis and treatment, and prevention are exhaustive.
• Detailed analysis of diabetes stages using measurable
models. • Compare the existing ML models and proposal
models in detail. • The proposed intelligent MLP-WOA
technique is utilized for Diabetes classification and predic-
tion.

The reaming contribution sections are as follows:

• Section 2 depicts the survey of the foundation’s
in-depth works. In this part, we evaluated many papers
connected with this research work that introduced a por-
tion of the considered research papers from reputed and
believed journals like Elsevier, Springer, IEEE, and oth-
ers. More researchers and analysts communicated in their
studies about reasons for Diabetes, Diabetes identification,
treatment and anticipations, and diabetes concerned with
deep-learning, ML, and NNs with various benchmark and
constant datasets. • Section 3 depicts the experimental and
working arrangement and accomplishment of the proposed
model in a detailed manner. This part introduced the
statistics methods, ML approaches, and MLP-WOA-based
models. Additionally, the mathematical representation of the
proposal model MLP-WOA shows capacity and working
process. Furthermore, it describes performance parameters
and confusion matrix evolutions. • Section 4 projects the
investigation with experimental results of 3 ML and MLP-
WOA-based models statistical measurement values analysis
on diabetes dataset. The proposal methodology performance
is better than the remaining experimental ML models,
and other research works related to diabetes. • Section 5
addresses the discussions and comparative analysis, which
looks at the proposition of MLP-WOA model outcomes to
other experimental ML model outcomes, and discussions
about other early works with various datasets and models.
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TABLE I. Types of Diabetes and their symptoms and treatments

Diabetes Type Symptoms Caused by Effected category Treatment

Type 1 Frequent urination,
drowsiness, slow-
healing wounds,
weight loss [8]

Destruction of beta
cells in the pancreas.

Children and young
adults

Insulin therapy, regu-
lar exercise

Type 2 Similar to Type
1 and discolored
patches of skin on
the neck and arms
[9]

Inefficient use of in-
sulin, or a decrease
in insulin produc-
tion.

Adults (age¿45) Good lifestyle
habits, Weight loss,
Insulin therapy, and
medication

Gestational diabetes Abdominal pain,
drowsiness, High
blood pressure

Insulin is blocked by
hormones produced
during pregnancy.

Pregnant women Insulin therapy may
be needed, and a
healthy diet [10]

Pre-diabetes Same as type 1 and
type 2

High blood sugar Adults Good lifestyle
habits, Managing
weight, having
a good diet, and
physical [11]

Figure 1. Inhibition process and Enhancement process of the glucose functionalities with Pancreas

• Section 6 demonstrates the conclusion and future related
work. It depicts limitations and restrictions related to the
Diabetes identification system.

2. LITERATURE REVIEW
In recent years, ML methodologies and tools have been

utilized to examine and predict the probability of diabetes,
and it has gained considerable interest. Researchers have
analyzed and developed novel approaches and method-
ologies in this area. In this section, we present some
significant works that have a significant impact on the
diagnosis and detection of diabetes using ML models,
soft computing and optimization analyzing models, neural
network models, and hybrid models analysis. Mujumdar et
al. (2019) proposed a prediction model for diabetes using
external factors responsible for regular factors like BMI,
insulin, age, and so on [24]. They further enforced diabetes
prediction using a pipeline model intended to improve the

accuracy of classification. Their proposed pipeline method
for diabetes prediction is based on working on classification
accuracy. Tigga et al. (2019) collected and analyzed data
from 952 individuals using a questionnaire (online and
offline) and applied ML models to this dataset as well as
PID data [25]. As per their findings, the RF model is more
accurate than other experimental algorithms. Diabetes is a
metabolic disease characterized by a high level of sugar in
the blood over a significant period. The severity and risk
of diabetes can be decreased with an early forecast, which
is possible with the use of ML techniques. Faruque et al.
(2019) employed four ML procedures, including SVM, NB,
KNN, and C4.5, to predict diabetes in adult population data
[26]. Their observational results show that the C4.5 model
achieved high accuracy compared to other ML experimental
models. Sarwar et al. (2018) applied six different ML mod-
els to medical record datasets of diabetes patients, computed
the performance of the applied experimental models, and
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compared them to each other [27]. Table 2 describes the
contribution of diabetes with ML and other models.

As part of a project using MLP, several studies involving
MLP and disease datasets are presented here. Nancy Masih
et al. (2021) developed a deep neural network based on
MLP, which predicted an accuracy of 92.10% in the early
detection of coronary heart disease [37]. Verma et al. (2020)
applied ensemble methods to predict skin diseases, selected
features using hybrid methodologies and predicted 92%
accuracy [38]. Djerioui et al. (2020) utilized MLP and
LSTM models to predict ATr (accuracy training) and ATs
(accuracy testing) at 95.73 and 89.18 percent, respectively
[39]. Bhoyar et al. (2021) predicted 87.30% accuracy by
applying MLP on the cardiovascular disease dataset and
85.71% accuracy using MLP, the UCI repository’s datasetof
heart disease [40]. Fuad Ali Mohammed Al-Yarimi et
al. (2021) applied the FODW method, HRFLM (hybrid
RF+LR model), and the HIFS model to a corpus of heart
disease data, which predicted 92%, 90%, and 85% accu-
racy, respectively [41]. Mohapatra et al. (2019) obtained
a classification accuracy of 77.5% by applying MLP on
the PIMA Indians diabetes database [42]. Wlodarczak et
al. (2015) aimed to determine a function that categorizes
a set of correct outputs for a given set of inputs. The
training repeats until the ANN (Artificial Neural Network)
recognizes the person correctly in an image [43]. Mohan et
al. (2019) produced 88.7% accuracy by applying HRFLM
to the heart disease dataset. Sayan et al. (2020) used a
hybrid-DL Model to predict the CV scores of Derm2Vec,
DNN (Deep Neural Network), and Gradient Boosting(EGB)
for the diagnosing Erythemato-Squamous Disease at 96.92
percent, 96.65%, and 95.80%, respectively [44]. Diabetes
is a chronic disease characterized by hyperglycemia, which
poses various complications. Due to the growing severity
of the condition, it is predicted that by 2040, the number
of people suffering from diabetes worldwide will reach 642
million, equating to one in every ten adult individuals. Zou
et al. (2018) [45] conducted a study on physical medical
examination data from China’s Luzhou hospital, which
consisted of a dataset with 14 attributes. The researchers
employed 5-fold cross-validation to analyze the models
and used min-max redundancy and relevance (mRMR)
and PCA algorithms to reduce the dataset’s dimensions.
Nadeem et al. (2021) [46] conducted research on patients
with diabetes using classification models such as ANN and
SVM, with an accuracy rate of over 90%. The frequency
of type 2 diabetes has significantly increased in recent
years. With the advancements in AI applications in medical
care, they are now being utilized for therapeutic, diagnostic,
and predictive purposes, especially for type 2 diabetes.
Abhari et al. (2019) [47] applied and revised AI models
for identifying and examining different stages of type 2
diabetes. Sonar et al. (2019) [48] conducted research on
predicting diabetes using ML models such as SVM, ANN,
and DTs, with an accuracy rate of over 75%. Since diabetes
is a non-curable disease, early detection, prevention, and
protection are crucial. Khanam et al. (2021) [31] employed

DM, neural network, and ML methods on the IPD diabetes
dataset collected from the UCI ML repository. Silva et al.
(2020) [49] examined twelve featured expected applicability
methodologies for T2DM screening, and the meta-analysis
delivered a decent pooled c-file (0.812). The issues relating
to reporting and the quality of the observed methodologies
were also analyzed in this study.

3. MATERIALS AND MODELS
In this section, we describe the proposed model, Dataset

description, natural and mathematical model of the Wale
Optimization (WOA) Algorithm, and others.

A. Proposal Model Description
Figure 2 illustrates the Proposal model. The first step

involves collecting data on pregnant diabetes and non-
disease cases from the Kagle repository. Pre-processing and
cleaning techniques are then applied to the data, and it is
saved in CSV format in the database for classification and
prediction purposes. The data is then split into two parts,
training (80%) and testing (20%). ML models for instance
SVM, DTs, and k-NN are applied, and MLP is optimized
with WOA, Adam, Adamax, Ad-delta, and RMS optimizers.
The models’ performance is evaluated using performance
parameters for instance AUC, ACC, recall, precision, and
F1 values. In the final step, the models’ performances are
analyzed, and the best model for the Pregnant Diabetic
dataset is selected. Unknown data is then fed into the
prediction model, and the results are reported to the analysts
for further analysis.

B. Diabetes Dataset Description
The Pima Indian (PID) Diabetes dataset used in this

study was obtained from the Kaggle repository. 768 pa-
tients’ medical predictor (independent) variables are in-
cluded in the dataset, while the outcome is the target
(dependent) variable. Attributes like BMI, insulin, and the
number of pregnancies are examples of independent vari-
ables. Table III provides a comprehensive explanation of the
dataset, including attribute categories, attribute descriptions,
and range values for each attribute. The 9th attribute in
the dataset represents the class variable of each data point,
indicating the outcome as 0 for non-diabetics and 1 for
diabetics. To predict diabetes, a model was created, but the
dataset was somewhat imbalanced, with around 500 records
labeled as class 0 (negative) and 268 records labeled as class
1 (positive).

C. Whale Optimization Algorithm (WOA)
The WOA is used to solve single-objective problems

and imitates the humpback whales searching process in
nature. When compared to existing optimization algorithms,
WOA is a very aggressive algorithm designed to solve
critical optimization problems. A nature-motivated inspired
meta-heuristic algorithm imitates the hunting activity of
humpback whales. In this algorithm, follow the strategy
of bubble net hunting process like whales. Mainly, the
whales like to chase the little fishes near the surface. It has
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TABLE II. Descriptions of Authors Contributes about Diabetes Disease

Ref Author Contribution Dataset(s) Used Year

[28] Olisah et al˙ Used supervised machine learning models, like RF,
SVM, and twice-growth deep NN model for classifica-
tion.

PIMA diabetes
dataset.

2022

[29] Suresh et al. Proposed a novel stacking technique with MLP, SVM,
and LR models.

PIMA Indian dia-
betes dataset.

2021

[30] Kalagotla et
al.

Applied Logistic regression and SVM algorithms PIDDatasets 2021

[31] Khanam et al. Proposed a pipeline based deep learning technique PID Datasets 2021
[32] Garcı́a-Ordás

et al.
Proposed a Chaotic-Jaya hybridized ML model. Pima Indian

Diabetes dataset.
2020

[33] Debata et al. Proposed hybrid optimization technique by BGWO and
integrating CSA optimizers.

Pima Indian
Diabetes dataset.

2021

[34] Mallika et al. Used Neural Network (NN), SVM, AdaBoost, NB, RF
and KNN,

Publically available
dataset of in Sylhet,
Sylhet-Diabetes
(SDMC) Medical
clinic , Bangladesh

2021

[35] Chaves et al. A new genetic (GA) algorithm, synthetic minority
(SMO) oversampling, and DT based predictive model
for a diabetes mellitus prediction system were proposed.

Pima Indian
Diabetes dataset

2020

[36] Azad et al. Utilizing the Synthetic Minority (SMOTE) Over Sam-
pling Technique, Outlier Detection utilizing DBSCAN-
Based, and RF, a Hybrid Model was proposed for
Hypertension, Diabetes Type 2.

Pima Indian
Diabetes dataset

2018

Figure 2. Detailed Proposed Model Diagram
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TABLE III. Types of Diabetes and their symptoms and treatments

Feature
At-
tribute

Attribute Description Category Range (Min
and Max)

X1 Pregnancy (Number of Times) Continuous 0 to 17
X2 Glucose (Tolerance Test Of Oral

Glucose)
Continuous 0 to 199

X3 BloodPressure (BP (mm Hg)) Continuous 0 to 122
X4 SkinThickness (TricepsSkin-

FoldThickness (mm))
Continuous 0 to 99

X5 Insulin (2-HourSerumInsulin (mu
U/ml))

Continuous 0 to 846

X6 BMI (BodyMassIndex) Continuous 0 to 67.1
X7 DiabetesPedigreeFunction Continuous 0.078 to 2.42
X8 Age (years) Continuous 21 to 81
C1 Class (0 for Absence and 1 for

Present)
Discrete 0 (268)

1(500)

been checked that this scrounging is finished by making
unmistakable air pockets along a circle. Humpback whales
find the target and dive 12 meters deep in the sea and create
a bubble net in a ’9’ shape around the prey. The humpback
swims in a spiral beneath the prey, making bubbles that trap
them. Figure 3 shows the architecture of WOA.

1) Mathematical model of WOA
In the step of Encircling Prey, first, it finds the prey’s

location through a group of whales. The best agent will
be selected based on the fitness value of each whale, other
whales change their position with respect to the best search
as shown in equation 1 and 2

−→
D =
∣∣∣∣∣−→C .−→X∗(t) − −→X (t)

∣∣∣∣∣ (1)

−→
X (t + 1) =

−→
X∗(t) −

−→
A .
−→
D (2)

Where X* is the best solution’s position vector, t is the
current iteration, X is the vector of position, random vector
r from 0 to 1, and a is a vector that will decrease linearly
over the iterations.

−→
A = 2−→a .−→r − −→a (3)
−→
C = 2.−→r (4)

Equation 3 and 4 the ”A” and ”C” vectors are being
used to update the values of the new position (X, Y) in
the locality of the best agent (X*, Y*). WOA is likewise
called the investigation stage, which includes two phases
one is a contracting encompassing component and one
more with a winding or spiral updating mechanism. Vector
‘a’ is the mathematical representation of the behavior of
the shrinking encircling mechanism. Over the iterations ‘a’
value decreases from 2 to 0. Both these hunting behaviors
occur simultaneously, and while shrinking their diameter
these whales move upward in a spiral fashion. To do this
WOA assumes a probability of 50% for position updating

either first or second behavior in equation 7. The current
whale’s position is updated using equation 5

−→
X (t + 1) =

−→
D′.ebl.cos(2Πl) +

−→
X∗(t) (5)

−→
D′ =

∣∣∣∣∣−→X∗(t) − −→X (t)
∣∣∣∣∣ (6)

Where
−→
D′ is calculated by equation 6 below and b is the

constant that denotes the shape of a logarithmic spiral and
l is a random number between -1 and 1.

−→
X (t + 1) =


−→
X∗(t) −

−→
A .
−→
D if p≤0.5

−→
D′.ebl.cos(2Πl) +

−→
X∗(t) if p>0.5

(7)

The algorithm also introduces another mechanism called
the exploration phase. In this phase, new search space is
explored. Mathematically, this is done by using equation 9
by updating the position based on the vector ‘A’. Updating
vector

−→
D is done using equation 8

−→
D =
∣∣∣∣−→C .−−−→Xrand) −

−→
X (t)
∣∣∣∣ (8)

−→
X (t + 1) =

−−−→
Xrand −

−→
D.
−→
A (9)

Where
−−−→
Xrand is a random whale position that is randomly

taken from the population of whales. Figure 4 shows
the detailed analysis of the whale optimization algorithm
working process.

D. Multilayer Perceptron (MLP)
A feed-forward (FFN) NNs with three (Named) layers

has been added to MLP: an I/P layer, an O/P layer, and
one or more hidden (HLs) layers. The input layer processes
the input signals. Categorization is performed by the output
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Figure 3. Humpback Whales Searching Process [50]

Figure 4. Whale Optimisation Algorithm Working Process
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layer. In simple words, an MLP is having multiple hidden
layers in neural networks. Figure 5 depicts the analysis
of MLP with a two-hidden layer (H) process. One input
layer (I) and output layer (O). The MLP solves non-linear
problems and is mostly useful for classifying patterns,
pattern recognition, estimation, and approximation. The
feed-forward neural network may contain more than one
hidden layer. Equation 10 shows the equation for processing
the inputs by the hidden layer.

hn = a
n∑

k=1

(ik ∗ wk,n + bn) (10)

where hn is the number of hidden layers, a is the activation
function applied to layers in MLP, ik is a number of inputs,
wk,n are weights from one layer to another layer, bn is the
bias used as a balancing factor to the layer.

1) Activation function
Activation functions are used in neural networks for

making the decision and i.e., used to calculate the sum of
the weights of its input and add a bias output of each node.
The activation functions are applied only to the hidden layer
and output layer. The selection and working of the activation
function are shown in Figure 6.

2) ReLU function
ReLU stands for the rectified linear unit. In CNN, this is

one of the most important activation functions. The equation
for the ReLU function is shown in equation 11, range from
0 to infinite, including 0. Applied in the Hidden layer, the
output layer for regression (positive outputs only).

f (z) = 0, z < 0
= z, z ≥ 0

(11)

3) Sigmoid function
This function is nonlinear. A variant of the logistic

function is the sigmoid function. The O/P of the sigmoid
neuron is either smooth or continuous. Range: All real
numbers from 0 to 1. Used in: Hidden layer, output layer
for classification. The equation for the sigmoid function is
shown in equation ??.

f (z) =
1

1 + e−z (12)

E. Multilayer Perceptron -Whale Optimization Algorithm
(MLP-WOA)
Figure 7 shows the general MLP-WOA functional archi-

tecture. The working process with a given dataset follows
that in the first given data is pre-processed by the pre-
processing algorithms like avoiding multiple records, filling
with statistical values or removing the un-wanted and un-
filled data, and so on. The pure data is classified with the
MLP algorithm. The MLP weights are modified by the
WOA (Whale optimization) algorithms the tune (smooth)

the parametric values at the rich level. In the last, get the
highly performed MLP-WOA model for the predictions of
diabetes.

F. Evaluation using Confusion Metrics
In the model evaluation, we measure the predictive

model’s performance [51]. To determine how well a clas-
sifier performs, we use a confusion matrix. An instance of
class A is classified as class B by counting the number of
times it occurs. An actual class represents a row while a
predicted class represents a column in a confusion matrix.
The evaluation matrix gives the accuracy value, based on
the prediction model. The main target user of the evaluated
applications or objects is included in the evaluation matrix
[52]. By using the evaluation matrix, you can attain the
maximum level of accuracy or attention. Along with these
the other metrics and their relevance for consideration are
also given below. A confusion matrix structure is shown in
Figure 8

Accuracy: Measuring an instrument’s accuracy is de-
fined as its ability to measure the exact value. A closeness
to a standard or true. The value determines the accuracy of
a measurement. Small readings can be used to determine
accuracy [53]. Low readings can reduce calculation errors.
It measures the proportion of correctly classified observa-
tions to all observations. Equation 13 shows the accuracy
formula.

accuracy =
(T P + T N)

Total Observations
(13)

Precision: The precision of measurement shows how close
two or more measurements are to one another based on
the information that is conveyed by its digits. However,
accuracy is not included in its calculation. Equation 14
shows the precision formula.

Precision =
T P

(T P + FP)
(14)

Recall: Also called sensitivity. Based on all the inspections
in a class, the ratio of correctly predicted positives is called
recall. Equation 15 shows the formula for recall.

Recall =
T P

(T P + FN)
(15)

F1 rating score: a weighted average of precision and recall
combined. Equation 16 shows the F1 score formula.

F1score =
T P

(T P + FN)
(16)

Specificity: Diagnostic tests are characterized by their speci-
ficity in identifying the number of true negative results. This
gives us an indication of the accuracy of the test. Only
true negative values are displayed, which were correctly
classified. Equation 16 shows the formula for Specificity.

S peci f icity =
T N

(T N + FP)
(17)
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Figure 5. MLP Model

Figure 6. Activation Functions Computations in MLP
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Figure 7. Multilayer Perceptron -Whale Optimization Algorithm (MLP-WOA)

Figure 8. Confusion Matrix

ROC: The functioning measures that give a thorough
analysis of the grouping model. It encapsulates the opera-
tion by adding the confusion matrices at all thresholds. AUC
gives a numerical representation of a binary classifier’s ROC
curve. It takes the value between 0 and 1. AUC measures
how accurately the model splits positive and negative values
[54]. To determine how well a classifier performs, we use
a confusion matrix. An instance of class A is classified as
class B by counting the number of times it occurs. An actual
class represents a row while a predicted class represents a
column in a confusion matrix.

4. RESULTS
This section describes statistical analysis in detail on

diabetes. Applied the ML models like SVM, DTs, and k-
NN and their performance parameters. Furthermore, im-
plementation and evaluating the performance parameters
of model MLP with different optimizers like MLP-Adam,
MLP-Ada-max, MLP-Ada-delta, MLP-RMS, and Proposal
model MLP-WOA.

A. Statistical Analysis
In this, we analyse the statistical values like Min, Max,

Standard deviation, and Mean of each feature attribute (X1
to X8) in detailed diabetes. By the statistical analysis of
diabetes, the class-0 (inactive) attribute values (standard
deviation and Mean) are lesser than class-1 (active) and
total dataset attribute values. Accordingly, observations, the
marginal highest mean and standard deviation attributes are
X2, X5, and somewhat X8 (highlighted in table). Table IV
depicts a detailed statistical analysis of the Diabetes Dataset.

Figure 9 shows the line plot analysis. A line plot is a plot
that shows the numerical information or digital data points
in a series associated with straight-line fragments. It just
works for numerical information or data. It is grouped with
categorical attributes (class attributes). Figure 9(A) shows
the Line plot with means per each class-0 and class-1. The
red line indicates the means of class-1, and the blue line
indicates the class-0 means. The black bars or lines indicate
the error value or standard deviation value. The highest
error indicator attributes are X2: Glucose, X5: Insulin, and
X8: Age. Figure 10 shows the Line plot with individual
data points and range (10th -90th percentile) grouping with
class attributes (class-0 and class-1). The red lines indicate
the data points of class-1, and the blue lines indicate the
class-0 data points. The range shows between the 10th
and 90th percentile and indicates a blurry light red color.
Figure 11 shows the Diabetes variables correlation matrix
with a heat map. The values are represented as correlation
values between pairs of variables. The value 1 indicates
the highly correlated attributes that are positive correlation.
In this analysis, the age attribute is highly correlated with
attribute pregnancies positively. High negatively correlated
with ‘skinThickness’ attribute. This correlation matrix pro-
vides us with valuable information about the relationships
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Figure 9. Line Plot with means and Std. Div. for each feature

Figure 10. Line Plot with individual data points and range (10th -90th percentile)
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TABLE IV. Statistical Analysis Class-0, Class-1 and Total Dataset of Diabetes

Features Class-0 (Count 268) Class-1(Count 500) Total set(Count 768)

Mean Std.Dev. Min Max Mean Std.Dev. Min M
ax

Mean Std.Dev. Min Max

X1 3.298 3.017 0 13 4.865 3.75 0 17 3.845052 3.3696 0 17
X2 109.98 26.141 0 197 141.25 31.941 0 199 120.8945 31.973 0 199
X3 68.184 18.063 0 122 70.824 21.492 0 114 69.10547 19.356 0 122
X4 19.664 14.889 0 60 22.164 17.679 0 99 20.53646 15.953 0 99
X5 68.792 98.869 0 744 100.335 138.689 0 846 79.79948 115.245 0 846
X6 30.304 7.6898 0 57.3 35.142 7.2629 0 67.1 31.99258 7.8842 0 67.1
X7 0.4297 0.2990 0.078 2.329 0.5505 0.3722 0.088 2.42 0.471876 0.33133 0.078 2.42
X8 31.19 11.667 21 81 37.067 10.968 21 70 33.24089 11.7603 21 81

Note* (Parameters or feature attribute Indicators) X1:Pregnancy (Number of Times), X2:Glucose(tolerance test of
OralGlucose), X3:blood pressure (BP(mm Hg)), X4:Skin Thickness (TricepsSkinFoldThickness(mm))

X5:Insulin(2-HourSerumInsulin(mu U/ml),) X6:BMI(BodyMassIndex), X7:DiabetesPedigreeFunction, X8:Age (years)

Figure 11. Diabetes Dataset Correlation Matrix(Heat Map)
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between variables in the diabetes dataset. For example,
we can see that glucose level is the strongest predictor of
diabetes status, followed by BMI.

B. Performances of ML Algorithms and Simulation Results
In this sub-section, we analyse the data set with reputed

ML models like SVM, k-NN, and DTs. The confusion
matrices of all experimental ML models are depicted in
Figure 12(A) (SVM), k-NN (Figure 12(B)), and DTs (Fig-
ure 12(C))). The accuracies of SVM are 0.997, k-NN is
0.698 and DTs are 0.710, and AUC values are 0.726, 0.733,
and 0.690, respectively. The values of all experimental
ML for the performance parameters Precision, accuracy,
F1 score, Recall, and AUC are shown in Table V. models.
As per comparison, the decision tree accuracy (0.710)
is higher than other algorithms or models. One of the
performance parameters of k-NN AUC is higher than other
algorithms. The highest values are bolded in the table, and
it gives a detailed analysis

C. ROC Simulation Result Analysis
Figure 13 shows the experimental ROC curves for ML

models. The green curve shows the SVM, the blue cooled
curve shows the DTs and the brown curve shows the k-NN
ROC. SVM-0.726, k-NN-0.733, and Decision Tree-0.690
are the respective AUC values.

D. Optimized MLP Simulation results
The MLP architecture used in our work contains nine

neurons in the input layer, eight neurons for input, and one
for bias. The bias value is generated randomly in the range
of 0 to 1. We have taken three hidden layers, which contain
eight neurons in each layer and all are fully connected.
We have used the stratified k-folding on the dataset, the
k value is set to 5. The learning rate used is 0.89. In
each fold, the MLP has trained for 100 epochs. The model
hyper-parameter values are depicted in Table VI. In each
epoch, the WOA algorithm was run 10 times to produce
optimal weight. The objective (fitness) function chosen in
our algorithm is the Rosen-brock function after testing
the other nine types of fitness functions. The Rosen-rock
function equation is given in Equation 18.

f (x) =
n−1∑
i=0

(100 ∗ (xi − x2
i−1)2 + (xi−1 − 1)2) (18)

Where n represents the total whale population and xi
represents the ith whale.

The ReLU and sigmoid activation functions were used
at the input and hidden layers consequently. The accuracy
is the mean of all the accuracies obtained in all stratified
k-folding. The values set to different hyper-parameters in
the MLP model are given in Table VI. The confusion
matrices obtained after each fold are shown in Figure 14.
The accuracy obtained was compared against MLP with
WOA and shown in Table VIII.

The accuracy, precision, and recall values calculated at
the end of each fold are shown in Figure 15. Figure 16 show
the ROC curve for all five folds and plot between algorithms
and their accuracy respectively. We also applied the existing
optimizers such as adam, ada-max, ada-delta, and RMSprop
on the same MLP network model. MLP model accuracy for
different optimizers is shown in Table VIII.

5. Discussions and Comparative Analysis
The robust prediction of diabetes is difficult due to the

narrow labeled dataset and the missing values and outliers
present in the datasets of diabetes. Hasan et al. (2020)
[55] researched diabetes prediction using ensembling ML
models like AdaBoost, XGBoost, Naive Bayes, and so on.
ML is a subset of AI, when joined with DM methodologies
applies a promising functional part in the field of prediction.
Birjais et al. (2019) [56] analyzed the diabetes dataset using
ML models like LR, Gradient Boosting (GB), and NBs
models for the diagnosis of diabetes. Gestational diabetes
(GDM) Mellitus is a typical difficulty during pregnancy
that affects tolerable to 15% of pregnant ladies all over
the world. Wu et al. (2021) [57] analyzed and collected
16819 (training) and 14992 (testing) case data with 73
variables. For the prediction, they used a deep neural
network model to achieve high accuracy of Gestational
diabetes. The high-risk advanced pre-diabetes changes into
diabetes might be targeted conveyance of interventional
programs while preventing and treatment in those healthy.
Rao et al. (2022) [58] presents a machine learning-based
approach to the classification of diabetes. They used the
DT approach and K-NN, two well-known machine learning
techniques, to accomplish the same goal. Cahn et al. (2019)
[59] concentrated on whether the utilization of the AI-
ML model can work on the forecast of incident diabetes
using patient information from electronic clinical records.
As per simulation results of optimizer MLP with opti-
mizers Adam, Ada-max, Ada-delta, RMS-Prop, and WOA
accuracy values are 0.743, 0.734, 0.651, 0.739, and 0.759,
respectively. Figure 17 shows the comparative analysis of
MLP with optimizers like Adam, Ada-Max, Ada-delta,
RMSprop, and WOA. This WOA optimizer with MLP very
accurate than other optimization algorithms. The testing
accuracy is 0.759. The second and third positions are MLP
with Adam and MLP with Adam accuracies of 0.743 and
0.739, respectively. So, MLP-WOA is a high-performance
model than other optimizers’ MLPs. On the other hand,
we compared MLP-WOA to existing ML algorithms SVM,
k-NN, and DTs. In this analysis, MLP-WOA performed
well with accuracy and error rates than other ML models.
The table shows the detailed analysis of the Error rate and
Accuracy values of each ML model, and highlighted values
are the proposed model.

Figure 18 shows the accuracy of comparative analysis
of existing ML and MLP-WOA algorithms. The proposal
model MLP-WOA is in a higher position than other existing
ML models, with near 76% performance accuracy. The DTs
accuracy of 0.71 is the first position in ML models. So, we
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Figure 12. Confution Matrices of SVM, k-NN and Decision Trees

TABLE V. Performance parameters of Experimental ML Models

Model AUC Accuracy F1 score Precision Recall

SVM 0.726 0.667 0.667 0.669 0.667
k-NN 0.733 0.698 0.693 0.690 0.698
Decision
Tree

0.690 0.710 0.707 0.705 0.710

Figure 13. ROC Curves for Experimental ML Algorithms (SVM, k-NN and DTs)
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Figure 14. Testing Confusion Matrices for 5- Stratified Folding WOA-MLP

Figure 15. Accuracy, Precision, Recall in MLP WOA
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Figure 16. ROC curve for MLP WOA

Figure 17. Comparative analysis MLP with optimizers
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Figure 18. Accuracy comparisons experimental ML to MLP-WOA

TABLE VI. Hyper-Parameter values of our MLP model

Hyper-Parameter Values

Number of Layers (1,2,1)
Neurons in each layer 9, 8, 8, 1
Epochs 100
Activation Functions ReLU, Sigmoid
Optimizers Adam, Adamax,

Adadelta, RMSprop,
WOA

Learning rate 0.89
Cross-validation Five (stratified)
Train and Test ratio 80:20
Performance metrics Classification accu-

racy (CA) and ROC

conclude that the proposed model is the best methodology
for predicting the diabetes data set.

6. Conclusion
Diabetes is a silent killer disease in the medical field. So

many individuals are suffering from this all over the world.
It is a tuner of the disease to other diseases like eye infec-
tion, heart, kidney, etc. The primary cause of this disease is
metabolism, and another one is heredity. Early prediction of

diabetes is essential for saving a patient’s health. Prevention
is another criterion in the medical field. We can analyse
the preventions with statistical analysis methods. Prevent
and protect against diabetes with good food habits and
avoid bad habits like smoke, and drinking. So many studies
tell that yoga, meditation, asana, and limited excursive and
waking prevent diabetes. Some studies describe good and
safe sexual life and peace of mind in preventing diabetes.
For the prediction of diabetes, so many existing ML and
hybrid optimization models are available. We proposed an
MLP-WOA model for diabetes classification and prediction
on a benchmark dataset like Pima Indian diabetes (Kagle
repository). Compared the results against different ML algo-
rithms. Moreover, the proposed MLP model was also tested
with existing optimizers. From the results, it is evident
that our MLP with WOA is outperforming compared with
other algorithms. Optimized Further, the future scope of
the results may be improved by using recent advances in
heuristic and meta-heuristic optimization algorithms.
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