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Abstract: A disaster monitoring system using Twitter data can provide information regarding disaster-prone areas and emergency
response information. There have been several studies aimed at applying machine learning technologies to automatically detect disaster
information from Twitter data. The Support Vector Machine (SVM) is one of the frequently used algorithms for text categorization
situations, but SVM for text classification is limited by drawbacks transparency in the results caused by the high number of dimensions.
Long Short-Term Memory (LSTM) is another deep learning technique that is frequently employed for text categorization, but the
LSTM processing process uses quite long stages so that it requires longer computation time. The main idea in proposing this
hybrid model is to combine the advantages of a highly reliable Convolutional Neural Network (CNN) architecture for handling
high-dimensional data and Gated Recurrent Units (GRU) which are effective in processing sequential data and have faster computation
time compared to LSTM. This study uses NLP Disaster Tweets dataset from Kaggle. The suggested model outperforms at least
12 different categories of conventional machine learning algorithms as well as other widely used deep learning models in terms of
performance. The CNN-GRU hybrid model with FastText produces an accuracy of 83.32%, F1-score of 81.45%, and an AUC of 83.45%.

Keywords: Disaster Tweets, Classification, Hybrid CNN-GRU, Deep Learning, Natural Language Processing

1. INTRODUCTION
Twitter is a platform where opinions can be obtained

on almost every subject. One of the most widely obtained
information from Twitter is news about disasters, which
allows the public to share disaster information in real time
with the public [1]. A disaster monitoring system using
Twitter data can provide information regarding disaster-
prone areas and emergency response information.

The occurrence of disasters is not only caused by natural
disasters, but also many are caused by human negligence.
The effect of a catastrophe can include human casualties,
property loss, social and economic disruption, and environ-
mental harm, according to the United Nations International
Strategy for catastrophe Reduction (UNISDR) [2].

Because of this, a lot of news organizations and disaster
aid groups are interested in automating the monitoring of
catastrophe information on Twitter. To make this happen, a
machine learning algorithm is needed that can automatically
identify text from Twitter that can recognize disaster-related
contexts or not.

The main idea of this research is to create a machine
learning model that can analyze text on Twitter that refers
to disasters (fires, earthquakes, etc.), to help mobilize
emergency response teams quickly. The challenge in this
research is that every tweet has a pattern, long sentences,

and content that is not just content text data, but can also
contain a wide variety of photos, videos, or web links.

The next challenge is how well machine learning models
can classify a valid disaster tweet, just humor, or just
a metaphor. Computer algorithms cannot recognize raw
text, Natural Language Processing (NLP) is needed to help
computers understand natural human language [3]. Thusly,
machine learning can learn patterns of textual data.

The classification case encountered in this study is
binary classification, the model is designed to sort out tweet
information related to disaster or not. In the case of binary
classification, many studies have tried different types of
classifiers. One of the commonly used classifiers is Support
Vector Machine (SVM).

SVM has been widely used for various text binary classi-
fication studies, because SVM by nature is binary classifier
[4]. SVM is very reliable in finding the best hyperplane by
maximizing the distance between classes. However, SVM
for text classification is limited by drawbacks transparency
in the results caused by the high number of dimensions [5].

In addition, the deep learning approach that is commonly
used for text classification is Long Short-Term Memory
(LSTM). LSTM is able to learn and considering long-term
dependability [6]. However, LSTM uses long stages so it
requires a longer computation time [7]. This computational
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problem is certainly very time consuming, especially for
handling large amounts of tweet data.

The main idea in proposing this hybrid model is to
combine the advantages of a highly reliable Convolutional
Neural Network (CNN) architecture for handling high-
dimensional data and extracting local features from text
[8]. The advantages of CNN are combined with the Gated
Recurrent Unit (GRU) which can process sequence data
very well and has a faster computation time compared to
LSTM [9]. With each of these advantages, the combination
is expected to produce an optimal classifier model, so that
it can contribute to the development of an early warning
system for disaster detection.

2. LITERATURE REVIEW
Regarding text classification, there have been many

studies in the field of NLP that utilize social media data,
especially twitter for various research needs. In 2019 [10],
a study presents a methodology for identifying fake news
using a mixture of Naı̈ve Bayes classifiers, Support Vector
Machines. The suggested model is effective at defining the
accuracy of outcomes.

The Naive Bayes approach was applied in a different
research in 2021 [11], for Twitter Sentiment Analysis of
COVID-19 Vaccines in the Philippines. The Naive Bayes
method was used to annotate and train sentiments in order
to classify English and Filipino tweets into positive, neutral,
and negative attitudes. This algorithm does well even with
a small dataset made up of tweets from the first month of
the Philippines vaccination program.

Similar studies have been carried out, the authors used
Twitter data to classify hate speech using the Multinomial
Logistic Regression Method [12]. Based on the results of
this study can be drawn the conclusion that the process of
classifying hate speech by using the Multinomial Logistic
Regression capable of producing a good classification.

The ensemble classification technique has also been
applied in several studies [13], [14] for example to develop
a detection model for ironic Arabic tweets. This work uses a
simple TF/IDF with n-gram model range to extract features
to train the classifier. Ensemble-based classifier gives better
F1-score than another basic classifier.

There is research that does not only focus on algo-
rithms, but also measures the performance of word em-
bedding techniques using Global Vector (GloVe), FastText
and Word2Vec [15]. Each was tested using CNN for text
classification. Based on the test results, FastText provides
the best accuracy performance compared to Glove and
Word2vec which were tested using 20 newsgroup datasets.

A study published in 2020 [16] examined the use of
hostile and combative language in YouTube comments.
This study compares two text representations, bag of words
(BOW) and pretrained word embedding, using a binary clas-
sification strategy for predicting threats that are directed at
specific persons vs groups. The lowest performance comes
from GloVe, FastText performs significantly better, and the
highest performance comes from Bidirectional LSTM with
a TF-IDF weighting scheme.

In 2021 [17], for the purpose of detecting hate speech
in Indonesian Twitter texts, a bidirectional GRU (BiGRU)
approach has been created. Additionally, this work uses
Word2vec and fastText to achieve word embedding. Both of
these word embedding techniques produce similar accuracy.
The two methods that this study suggests are BiGRU with
trained IndoBERT and BiGRU without any prior training
on other models. The classification method with the high-
est accuracy uses IndoBERT with Gated Recurrent Units
without Stop Word Removal.

Hybrid methods on deep learning approaches are also
applied by some researchers for text classification [18]. The
study entitled “A Hybrid CNN-LSTM Model for Psycho-
pathic Class Detection from twitter Users”. The index of
each word acquired in the preceding phase was converted in
this study using the random word embedding approach into
a fixed-size real value vector. This research uses techniques
based on hybrid CNN-LSTM model. The proposed hybrid
model produces better accuracy than the classical machine
learning model.

3. PROPOSED METHODOLOGY
In this study, to determine which tweets were a complete

catastrophe and which weren’t, we examined a dataset of
10,876 given tweets. The figure eight firm produced this
dataset, which was first made available on their website.
Until this research was made, the dataset we used was still
being used for competitions on Kaggle [19].

Our issue may be resolved as a binary classification task,
with the desired result being the label y = 1 if the tweet
is about a true tragedy and y = 0 otherwise. The following
are some of the steps taken in this research:

Figure 1. Workflow of Proposed Methodology

Twitter data is closely related to sharing links, hashtags
to highlight a topic, the @ sign to refer to other users,
the use of emoticon character symbols, word abbreviations,
and irregular sentence structures. The characteristics of
text on Twitter should be studied further before going
to the word embedding stage. One important element of
many text mining techniques is text preparation. Tasks like
tokenization, filtering, lemmatization, and stemming are
typically included. Figure 2. below depicts the steps we
took to preprocess the text.

Figure 2. Stages of Text Preprocessing

The first step we take is to remove some of the informa-
tion that is not needed for text identification. In between,
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URLs character references (e.g., https, http), remove HTML
tags (e.g., /p, tbody, h1, pre), remove numeric values
including mixtures of alphabetical characters (e.g., 5km,
M194), remove stopwords, remove mentions in tweets,
and remove punctuation.The next step, remove character
references (e.g., lt;, amp;, nbsp;), remove repeated charcters
in elongated words, then we uniformize the entire text to
lowercase, and the last step is change a word into basic
tenses by knowing the context of the word also known as
lemmatization.

We present a five-row example from a dataset for
comparing text before and after text preprocessing. All text
processing functions have been running well, every word
has been converted to lower case. On the first line to the
third line it looks like the stopwords removal is going well.
Likewise, unnecessary punctuation such as hashtags are also
removed. The lemmatization technique also seems to work,
all sentences in the dataset have been successfully converted
into basic forms of tenses. The results of text pre-processing
can be seen as follows:

TABLE I. TEXT PREPROCESSING RESULT

Id Raw text Cleaned text

0 Just happened a terrible
car crash

happen terrible
car crash

2
Heard about #earthquake
is different cities,
stay safe everyone.

hear earthquake
different city
stay safe

3

There is a forest fire
at spot pond, geese are
fleeing across the street,
I cannot save them all.

forest fire spot
pond geese flee
street save

9 Apocalypse lightning.
#Spokane #wildfires

apocalypse
lightning spokane
wildfire

11 Typhoon Soudelor kills
28 in China and Taiwan

typhoon soudelor
kill china taiwan

The next step is the feature extraction process, this
process can provide additional information and facilitate
learning in the guided learning model by converting text
data into numerical vector representations. The application
of the word embedding technique can produce vector values
for each word from the data corpus so that it can represent
the relationship of one word to another.

The initial process at this stage is to vectorize the
text that has gone through the preprocessing stage, the
next process is to convert each text into a sequence of
numbers (each number becomes a tokenization index in the
dictionary). The result is an ordered list of variable sizes,
this process is necessary because the word length of each
tweet varies widely. Therefore, the Pad sequence function
is needed to normalize sentences in tweet data with uniform
sentence lengths [20].

The first step is to obtain a tweet with the maximum
word count, after which the padding procedure is carried out
by the pad sequence using the post function. Padding post

serves to add the number 0 behind the matrix whose number
of words is less than the maximum number of words that
have been processed before. Pad sequence result example:

Figure 3. Pad Sequences Results

The next stage is the implementation of pre-trained
word embedding using Global Vector (GloVe) and FastText.
The use of two types of word embedding aims to enrich
the performance information from the proposed CNN-GRU
hybrid model. So that we can find out in more detail how
far the word embedding influences the performance of the
model. Both do the same task but use different strategies
to convert text into vector sets. The embedding dimension
used is 300d respectively and the training data on clean
tweets is 7.613. Here’s an example:

Figure 4. Word Embedding Results using GloVe

Figure 5. Word Embedding Results using FastText

The results of the word embedding shows the same
5 initial data rows and 5 final data rows, it can be seen
that there are differences in the resulting vector shape
between FastText and GloVe. To determine the semantic
links between words in the corpus, GloVe uses word or co-
occurrence information from global statistics [21]. GloVe
employs the global matrix factorization technique. FastText,
on the other hand, learns word representation while taking
subword information into consideration [22]. Each word has
a unique collection of n-gram characters to represent it.

After the word embedding process, the next step is to
prepare the classifier model architecture. This CNN-GRU
hybrid model’s major goal is to bring together the strengths
of the GRU module, which is dependable when handling
sequence data, and the superior CNN module for handling
high-dimensional data. Here is the proposed architecture:
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Figure 6. Proposed Hybrid CNN-GRU Architecture

TABLE II. PROPOSED HYBRID CNN-GRU MODEL SUMMARY

Layer (type) Output Shape Parameters
Embedding (None, 22, 300) 3.644.400
Convolutional 1D (None, 22, 64) 19.264
Average Pooling 1D (None, 22, 64) 0
Gated Recurrent Unit (None, 128) 74.496
Repeat Vector (None, 22, 128) 0
Global Average
Pooling 1D (None, 128) 0

Dense (None, 256) 33.024
Drop Out (None, 256) 0
Dense (None, 512) 131.584
Drop Out (None, 512) 0
Dense (None,1024) 525.312
Drop Out (None, 1024) 0
Dense
(Fully Connected) (None, 1) 1025

Total Parameters 4.429.105
Trainable Parameters 784.705
Non-Trainable Parameters 3.644.400

Embedding is the first layer that captures the vector
representation of the text. Then the convolution process is
carried out using 1D CNN with a total of 64 filters, kernel
size 1, the same padding and using ReLu activation. The
1D CNN output is then subjected to an Average Pooling
layer, which reduces its dimensionality by computing the
average number. The average pooling output is forwarded
to the GRU layer with a total of 128 neurons.

At the GRU layer, we use 0.2 recurrent dropouts and
tanh activation. Next, we use the RepeatVector layer to
convert the 2d shape of the GRU layer to a 3d shape and
pass it to the GlobalMaxPooling1D layer to restore the 2d
shape. A dense layer with neuron configuration twice as
large as the preceding layer will receive the output from
the GlobalMaxPooling1D layer, followed by a dropout
layer with a size of 0.2.

Then the combination of dense layers and dropouts
is repeated three times in a row, the only difference in
configuration is the size of the number of neurons in each
dense layer. The configuration of one neuron’s value and

the sigmoid activation function at the fully connected layer
are provided to the final layer, which decides whether to
put the tweet in the disaster category or not.

The summary table shows the order of layers in the
hybrid architecture used with a total of 13 layers. The
resulting 3d shape output consists of four layers including
the Embedding, 1D Convolutional, AveragePooling1D
layers and the last is the RepeatVector layer, the remaining
9 layers form the 2d shape output. The total parameters
generated for training data are recorded as more than 4.4
million parameters with a proportion of only around 18%
or 784.705 parameters that will become training data.

4. RESULT AND DISCUSSION
The configuration uses a test proportion of 20%, epoch

used is 10, learning rate used is 0.001 followed by the auto
reduce learning rate function to optimize loss validation
during the training process. When the validation loss does
not increase from the previous epoch, This feature will be
turned on automatically and will lower the previous learning
rate’s size. All deep learning models employ the Adam
optimizer, and the batch size is 32. Figure below shows the
training history of our proposed CNN-GRU hybrid model.

Figure 7. Graph of Training History
(a & b) GloVe; (c & d) FastText;
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The training graph shows the proposed CNN-GRU
hybrid model works fine when using both types of word
embedding. However, when viewed from the validation line
pattern on the resulting FastText graph, it looks more stable
than GloVe. The graphics generated by GloVe look out of
place, where there is a huge gap between their respective
accuracy, loss and validation. When the CNN-GRU hybrid
model uses GloVe, the experimental results show that loss
validation does not continue from the 4th to the 10th epoch.

When the hybrid CNN-GRU model uses FastText, there
is a notable difference in performance. This can be seen
from the loss validation which did not increase only in
epochs 4, 9 and 10. However, the difference between the
score and the validation is not too far away. FastText
performs better based on validation scores that are stable
enough to follow a line pattern during training.

The following is a table of classification results that we
compare based on the word embedding technique used. The
score in bold aims to find out the highest score in each
metric category used. The suggested CNN-GRU hybrid
model, as shown in the two tables below, has the best
accuracy, f1-score, and AUC scores overall when compared
to 12 classical machine learning classifiers and 3 other types
of deep learning models. The hybrid model was also tested
in combination with CNN-LSTM, but the CNN-GRU model
still outperformed all types of applied classifiers.

TABLE III. CLASSIFICATION RESULTS USING GLOVE

Classifiers
Accu-
racy
(%)

Preci-
sion
(%)

Recall
(%)

F1-
Score
(%)

AUC
Score
(%)

Decision
Tree 64.34 62.42 58.81 60.56 63.98

K-NN 75.96 72.01 79.12 75.40 76.17
AdaBoost 77.15 76.42 73.62 75.00 76.92
Naive
Bayes 77.80 74.31 79.97 77.03 77.94

Ridge 78.59 77.87 75.45 76.64 78.39
Random
Forest 78.72 84.19 66.85 74.52 77.96

XGBoost 78.85 79.09 74.18 76.56 78.55
Logistic
Regression 79.12 77.88 77.00 77.44 78.98

SVM 79.51 79.58 75.31 77.39 79.24
ExtraTrees 79.77 86.12 67.41 75.63 78.97
Gradient
Boost 80.36 82.53 73.34 77.66 79.91

CatBoost 80.69 81.87 75.17 78.38 80.33
1D CNN 80.95 77.43 80.85 79.10 80.94
LSTM 81.74 76.72 82.80 79.64 81.87
GRU 81.81 77.57 82.33 79.88 81.86
CNN-
LSTM 81.87 77.29 82.65 79.88 81.96

CNN-
GRU 82.00 78.13 82.31 80.17 82.04

TABLE IV. CLASSIFICATION RESULTS USING FASTTEXT

Classifiers
Accu-
racy
(%)

Preci-
sion
(%)

Recall
(%)

F1-
Score
(%)

AUC
Score
(%)

Decision
Tree 63.95 61.14 61.91 61.52 63.82

Naive
Bayes 65.79 60.28 77.71 67.89 66.56

K-NN 72.68 67.41 79.97 73.16 73.15
AdaBoost 76.82 76.96 71.65 74.21 76.48
Random
Forest 78.06 84.91 64.31 73.19 77.18

SVM 78.85 79.63 73.34 76.35 78.50
ExtraTrees 79.25 86.72 65.44 74.59 78.36
Gradient
Boost 79.84 81.01 74.04 77.37 79.46

Ridge 80.10 80.94 74.89 77.80 79.76
Logistic
Regression 80.23 82.58 72.91 77.45 79.76

XGBoost 80.43 81.86 74.47 77.99 80.04
CatBoost 81.41 83.17 75.31 79.05 81.02
1D CNN 81.54 77.85 81.65 79.71 81.56
GRU 81.61 74.18 84.43 78.97 82.04
LSTM 81.87 72.63 86.26 78.86 82.65
CNN-
LSTM 82.07 76.30 83.74 79.85 82.29

CNN-
GRU 83.32 78.70 84.41 81.45 83.45

Both tables are sorted from lowest to highest accuracy
scores. Both tables show consistency that the ExtraTrees
classifier has the highest precision score, while the highest
recall score is achieved consistently by LSTM. Among all
classifiers, decision tree has the lowest accuracy score, this
is proven consistently when using GloVe and FastText.
Meanwhile, the CatBoost classifier is the only classifier
whose accuracy can approach deep learning algorithms.
Although ExtraTrees and LSTM have the highest precision
and recall scores respectively, these results do not yet
determine which model is the best.

However, the final model performance results evaluated
using the F1-Score. The F1-score metric complies with the
Kaggle competition rules listed in the dataset we used. In
essence, the F1-score combines the precision and recall
ratings by averaging them. In addition, we also add AUC
Score to enrich the results of measurements.

Overall, it is clear that the proposed CNN-GRU hybrid
architecture, even when evaluated using two separate pre-
trained word embedding methodologies, can deliver clas-
sification performance that is compatible with obtaining
the highest possible score. To find out the details of true
and false classification in the proposed hybrid model, see
the confusion matrix. The confusion matrix below shows
information for true positives (TP), false positives (FP),
false negatives (FN), and true negatives (TN).
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Figure 8. Confusion Matrix of the Proposed Model
(a) GloVe; (b) FastText;

TABLE V. COMPARISON OF CLASSIFICATION RESULTS

Number of tweets
Category GloVe FastText

True Positive (0) 695 711
True Negative (1) 554 558
False Positive 119 103
False Negative 155 151

The confusion matrix’s findings demonstrate that the
suggested Hybrid CNN-GRU model performs more opti-
mally while utilizing FastText for classification. CNN-GRU
hybrid model performance using FastText resulted in a
difference in the number of correct classifications reaching
16 tweets non disaster category (0) and 4 disaster category
tweets (1). Then, by number of correct classification differ-
ences up to 20 tweets for comparison using the GloVe word
embedding technique. The ROC metrics below also show
satisfactory results when the hybrid model is combined with
FastText, the difference in scores reaches 1.5%.

Figure 9. ROC Curve of the Proposed Model
(a) GloVe; (b) FastText;

5. CONCLUSIONS
This research tries many classifiers to ensure our

proposed model is right to solve the problem of classifying
disaster tweets. Both of the pre-trained word embedding
methods were utilized to assess how well our suggested
model performed. When compared to several other
classifiers, all tests consistently demonstrate that our
suggested model has the greatest classification performance,
especially based on accuracy, f1-score and AUC score. An
accuracy score of 83.32%, an F1-score of 81.45%, and an
AUC score of 83.45% may be achieved using our hybrid
CNN-GRU model with FastText.

Results of the comparison demonstrate that FastText
performs somewhat better when combined with our
proposed hybrid CNN-GRU for the dataset cases we are
working on. With these results, we have succeeded in
proving that the performance of our proposed hybrid model
has good consistency when adapting two different word
embedding techniques. However, with other dataset the
results may be different. To be sure, this CNN-GRU hybrid
model needs to be tested with more text-based datasets in
future work.
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