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Abstract: Depending on the social features of the speaker and the social setting in which they are speaking, the relationship between
meaning and context might alter. In order to interpret the meaning from dysarthric speech, this paper proposes a theoretical framework
for employing speech-event representations, also known as situational projections. The multi-layered approach has been broken down
into four main components: a few-shot learner that builds up speaker familiarity; a situational projection component that marshals
natural sentences and the built-up familiarity markers into a vector triple; a contextualizer that builds up ontological concepts of the
input triple; and finally, a transducer that assumes the function of a logical listener.
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1. INTRODUCTION
Speech comprehension during discourse demands com-

mon information between the speaker and the listener.
Even while context can occur both linguistically and non-
linguistically, it is frequently challenging to comprehend
some speech in its entirety independent of its specific
linguistic context [1]. The variations get considerably more
complex when a single speaker can use a single language
in a range of contexts [2], [3].

The models that are now available for language con-
text treat it as a purely linguistic problem, placing an
excessive focus on understandability, especially in context-
aware Neural Machine Translators (NMT) that use inter-
sentence referencing as a method of context inference [4].
The inclination to view context as a merely linguistic issue
[5] is in direct opposition to the likelihood that a phrase’s
meaning at one point in time would have a completely
different meaning at a later time or in a different location.

As such, listeners have mostly been left to infer the
speaker’s intended meaning by using prior utterances, con-
text about the speaker, objects, and concepts [5], [6].
Whilst visual short-term memory bottlenecks and issues
with complicated reference in conceptual models are caused
by the human ability for processing unknown information,
these issues are not unique to humans [7], [8]. The listener’s
familiarity with the speaker is primarily determined by the

circumstance, event, and topic expertise. Ontology extracts
have lately been utilized to explicitly describe events in
structural models [9]–[13].

This article is structured as follows. The related works
reviews concepts of speech comprehension and its align-
ment with the concept of familiarity, the approaches used
for ontology formulation and logical listeners are discussed.
The results of the model proposed are reported followed by
the discussion and conclusion of the study.

2. RELATED WORKS
This study examines the speech comprehension issues

associated with the speech disorder dysarthria; a weakness
of the cheek, tongue, or throat muscles as a result of
a neurological system problem [14]–[16]. The proposed
theoretical model is based on Malinowki’s ”Context of
Situation” theory, which asserts that, attempts to translate
context-dependent languages word-for-word using dictio-
nary equivalences are doomed to failure and also reveal
false assumptions about what words mean and how they
have meaning [17], [18]. When it comes to speech, the com-
munication partners’ shared knowledge about the occasion,
setting, topic, intent, or any other feature of the context in
which the utterance occurs is often referred to as the context
or scenario [19].

It has been demonstrated that different contexts in
speech event help in understanding or deriving meaning
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from speech, contrary to the notion that context is an
abstract construct with a theoretical framework [20], [21].
This is where the idea of situation comes into play as an
abstract representation of environment where the relevance
of spoken words or set of words exist [2].

Therefore, it is implied that a sentence may be correctly
comprehensible but have a misleading meaning or context.
It has been demonstrated that context-free Neural Machine
Translators (NMT) frequently translate solitary texts in a
logical manner. These translations end up being incompat-
ible with one another when combined in a document [4].
Sentence-level NMT, which ignores discourse phenomena
and encodes the individual source sentences without using
contexts, is another example that stands out [22]. According
to the distributional theory, words that are used in compa-
rable settings often have similar meanings. In contrast to
the contexts of other words, this theory has been used to
determine that the context of an unintelligible word would
most likely be identical to circumstances of its own different
occurrences [23].

The listener’s familiarity with the dysarthric speaker’s
language choices across a set of situational markers
would typically help or hinder communication between
a dysarthric speaker and listener [24], [25]. Otherwise,
the listener would have to search a dimensionally larger
prediction space in order to understand some dysarthric
speech. Theoretically, it is conceivable that the optimum
way to determine familiarity would be to deduce a common-
ality in vocabulary frequency when referencing to a certain
meaning or collection of meanings. Yet, the plain usage of
word-event is recommended as a simple way for inferring
familiarity given restricted access to sufficient vocabulary.

Therefore, to define familiarity, we represent the word
feature vectors that considers various situational markers,
such as topic-events and emotional-events. We assume
that the listener has no prior knowledge of the dysarthric
speaker, but they have general discourse knowledge about
how some of the phrases would be generically contextual-
ized given the nature of dialogue between the listener and
the dysarthric speaker.

We then discuss emotional Dialogue Acts (DA), which
are a combination of emotional speech indicators and
Dialog Act (DA). Via its interaction, the dialog act, the
smallest unit of language communication, represents the
speaker’s process of language communication. To create
a faultless dialogue system, dialogue act recognition (DA)
is essential. DA serve as powerful representations for the
illocutionary force of the utterance, which in some ways
represents the speaker’s intention. This study consequently
focuses on the listener’s remediation of two frequent speech
markers—the speaker’s emotion during discourse and the
dialogue act—which when combined determine the famil-
iarity class.

3. METHODOLOGY
We take a typical domain free space into consideration

in order to develop the speaker’s ontology. Due to the fact
that any topic may come up during the talk, the speech of
a dysarthric speaker is not constrained to any one domain.
Furthermore, the ontology developed is conventional and
does not account for the absence of objects, subjects,
attributes, or relationships among them, which may be
the pattern used by the majority of dysarthric speakers.
Such abnormalities are accommodated for by the familiarity
function’s inference, which is covered in the following
section. In order to create a concept lattice and concept
pathway for the supplied partially ordered sets, formal
concept analysis (FCA) is utilized.

We examine an example of comments from a dysarthric
speaker [26] as presented in Table I to demonstrate how
FCA is applied. The sentences chosen came from a set of
unrelated, Dysarthric contextual suggestions, as is typically
the case in everyday conversation.

Definition 1: (Situation) We define a situation as a
(formal) context which is as a triple (O,A,R) where O and
A are collections of objects o and attributes a respectively
with R being a binary relation between O and A, that is;
R ⊆ O × A. Additionally, (o, a) ∈ R is read as: the object o
has the attribute a.

The concept pathway is initially set up to show a list of
qualities within the speech and equivalent generated natural
language expression that are depicted therein. This list of
attributes is then used to create the conceptual hierarchy.
Figure 1 serves as an illustration of this, illustrating the
similarities and contrasts between the starting concept and
its child concepts through the use of generated natural
language (NL) statements at the beginning of a thought
route. According to [27], these NL fragments represent a
user journey along a notion pathway. The concept pathway
as tree structure that will build as the speaker speaks and the
listener tries to navigate between related formal concepts
as well as their semi-concepts is meant to be used by
the ad hoc approach for formulation of ontologies for the
suggested solution

Table II is a formal concept table that lists the con-
cepts that have been chosen and are not ambiguous to the
ontology development process. For describing the semantic
relationship between an object and an attribute that provides
basic NL processing rules and templates, the predicate
technique may be used to define vagueness. A Parser,
which provides procedural guidance on how a class of
attributes should be derived from free text, also determines
the vagueness of a statement.

As seen in Table II, the specified concepts use a univer-
sal strategy unless the universal class is absent, as in the case
of the concept pipe. The parser decides to leave the term
”pipe” exactly as it is since any references to plumbing or

https://journal.uob.edu.bh/



Int. J. Com. Dig. Sys. 15, No.1, 11-18 (Jan-24) 13

TABLE I. Dysarthria Speech Prompt

Prompts
You wished to know all about my grandfather.[break] Don’t
ask me to carry an oily rag like that. [break] Well, he is nearly
ninety-three years old;[break] We have often urged him to
walk more and smoke less pipe;[break] Except in the winter
when the ooze or snow or ice prevents,[break] dresses
himself in an ancient black frock coat, [break] usually minus
several buttons; [break]. A long, flowing beard clings to his chin
;[break]Twice each day he plays skilfully and with zest
upon our small organ.

Figure 1. Formal Concept Pathway

TABLE II. Formal Concept Table

Attributes Concepts
Person Cloth Body Part Weather Instrument Pipe

Texture X X
Age X
Height X
Smoke X X
Move X X
Prevent X
Colour X
Plays X X
Size X X
Material X

classes that are linked to tubes could violate the semantic
association constraints. On the other hand, attributes are
kept in their original primitive form since there are an
endless number of ways that one notion could connect to
another, making generalization dangerous.

Definition 2: (Context) A triple K = (O, A, R) is
considered a formal context, if O and A are non-empty
sets of objects and attributes, respectively, and R ⊆ O × A
is the incidence (binary) relation between O and A.

The hierarchy of formal concepts that adhere to a partial
ordering principle are determined by the concept lattice,
which is constructed from the incidence matrix (formal
context table). The idea lattice then provides generalization

and specialization between the concepts.

To generate concept lattices, we adapt the Viterbi al-
gorithm [28] to construct the lattice without necessarily
considering the transducer output as the concept path parser.
This algorithm is illustrated in Table III and an example of
a lattice for the Dysarthric speech prompt is illustrated in
Figure 2.

TABLE III. Lattice Construction Algorithm

CreateLattice
Require: SituationalContext, DysarthricText

G←generateDirectedGraph()
for index = 0 to size(Require: SituationalContext,DysarthricText

)
do

generateNode(G,index)
end for
for index = 0 to len(text)-1 do

if index=0 or nodeInDegree(G,index)>0
updateContext(context,G)
updateLattice(G,index)
end if

end for
cleanup(G,length(text), true)
return G

4. RESULTS
The use of meaning extraction models typically built

using ordinary speech is substantially hampered by the
speaker variance inherent in Dysarthric speech.Transfer
learning is proposed as a strategy for transferring knowledge
between one (source) topic to the next (target) topic, in
this case the listener, to avoid starting from scratch while
developing a new meaning extraction system [29].

A. Listener and Familiarization
A familiarization module along a listener make up

this model. This model’s objective is to extract and learn
events that help the listener become more familiar with the
speaker, and then to create embeddings that can be used
to discover the speaker’s ontologies. Figure 2 provides a
detailed illustration of this. As was previously said, famil-
iarization involves learning events from scratch using only
the speaker’s collection of words—both known and new.
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Figure 2. Concept Lattice for Sample Dysarthric Speech

Only two events—topic knowledge and voice emotion—are
included in this study.

On the basis of the frequency of appearances in the
full sentence as a structurally fundamental (atomic) unit
of analysis, the probabilities of a phrase appearing in the
text are used to measure topic knowledge. As a result, the
probability that a sentence will appear in text is calculated
as the sum of the probabilities that a sentence will appear in
a particular topic and that a topic will appear in a particular
text:

P(s | d) =
∑
t∈T

P(s | t)xP(t | d) (1)

Each individual text is utilized to create a subject with
a specific probability distribution P(t | d), and the topic
samples are then used to create a phrase with a given
probability distribution P(s | t). Each sentence thus has
a single topical reference. In order for this to work, it is
assumed that sentences with similar themes will also have
similar embeddings [30], [31].

A voice conversion (VC) approach is utilized to extract
values of voice emotion in order to address the issue of low
data availability for Dysarthric speakers. This strategy was
first put forth by [33], [34] and is based on partial least
squares. It makes use of a phoneme-discriminative charac-
teristic to transform a dysarthric voice into non-dysarthric
speech. Following this, the fundamental frequency (F0),
spectrogram (SP), and aperiodic spectrum (AP) are ex-
tracted from the converted speech samples and transformed
into multi-dimensional Mel-cepstral coefficients (MCEPs),

which are then put through a 3-layer Backpropagation
neural network to identify four emotions. The consequence
is that the NN’s input and output layers have 12 and 4 nodes,
respectively. 10 nodes have been chosen for the hidden
layer.

B. Situational Projection and Contextualization (Embed-
ding)
Situational projection in this context refers to the cre-

ation of embeddings that include the hypothetical events
suggested by the familiarization module. The model evalu-
ates both the events and the set of triples at once, in various
iterations, in an arbitrary sequence to produce embeddings.
As a result, each time an ontological fact is read, the
model fetches the familiarity embeddings of the random
instance that appears in the triple and feeds them into a
contextualization layer to learn the fetched ontologies.

A familiarity incident is very likely to lead to a new
ontological path. If this occurs, it is advantageous to update
the ontology and then the embedding’s inferences, resulting
to a richer knowledge base despite the wider predictive
space provided. To encode both facts and conclusions about
the instances they represent, the embeddings are gradually
updated.

The embedding tagging goal is therefore defined as
follows: given a natural language phrase that corresponds
to a formal representation, we wish to apply a tag to each
sentence and, in turn, an ontological path. In the formal
representation, the tag is used to display the familiarity
markers within the phrases. A one-hot vector is created to
start training: (the i-th word in a vocabulary of j words)
is formulated [32]. Each vocabulary index is converted
into an embedding vector, a low-dimension vector, via the
single hot-vector. The vector embedding is then fed into
the recurrent neural network (RNN) shown in Figure 3 for
training. The embedding vector is a tripple e = (s,e,t) that
is fed into the network that consists of:

• a natural language sentence s, namely a sequence of
words (s).

• event markers learnt from the familiarity zero-shot
learner (e)

• topic knowledge markers learned from the familiarity
zero-shot learner (t)

A few shot learner is used to learn dialogue acts and
determine how familiar a speaker is to the audience. Both
the known Xkand unknown Xu. word classes are used
by this learner. The embedding learner would therefore
automatically include these classes because, theoretically,
some markers proposed by the speakers may be unknown
to the listener insofar as the raw input would be the afore-
mentioned tripple. The RNN Network has hidden states
across a specified dimension h<k>

d that are used to learn
the tripple to infer and produce vector embeddings that
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Figure 3. RNN Learner for Tagging Embeddings

display topic knowledge (event) and emotional events for a
particular sentence. This network’s output is consequently
known vectors yk , which are typically updated by:

h<k>
d = f

(
h<k−1>

d , xd

)
(2)

Where xd is a tripple at a given instance and f is a
non-linear activation function [33].

As shown in Figure 3, we modify the Recurrent Network
Transducer method [34], which employs a transducer as
a link between two recurrent networks [35]. The listener
serves as a decoder network in this situation, learning the
speaker’s familiarity and embedding it onto ontologies that
are output and used in a joint network. The familiarity
embeddings are normalized by applying a SoftMax over
such, thereby modeling a probability distribution across all
the embeddings.

The transducer makes use of the conveyed data from
the source domain that is absent from the target domain.
This adheres to the idea that the speaker is oblivious of
the listener’s attempts to familiarize themselves and, as
a result, inherently alludes to a global (infinite) ontology
while speaking to the listener. Thei-th hidden state in the
output domain hT

i is therefore computed by:

hT
i = RNN

(
hT̃

l−1, x
T
i ; θT

)
(3)

Where hT̃
l−1 comprises both the information that was

transmitted from the source domain (i) and the information
that was passed from the destination domain hT

l−1 at the
previous time step. We figure it out as:

hT̃
l−1 = f

(
hT

i−1, ψi|θ f

)
(4)

Where θ f is the parameter for f and ψi being the alignment
computed from the look up inference logic as highly
probably embedding from the source domain.

5. DISCUSSION
A. Summary of Findings

In order to assist the logical listener in condensing the
predictive space, we have developed a novel theoretical
framework in this study that converts natural phrases into
formal context ontologies distinguished by familiarity in-
dicators. The suggested solution employs a multi-layered
strategy made up of four main parts. The few-shot learner,
an artificial neural network, is the first and teaches speakers’
familiarity in terms of both subject matter expertise and
vocal emotions.

The second component is the situational projection,
which gathers natural phrases and acquired familiarity
markers into a vector triple that is given into the speech
contextualizer which is the third component. With the aim
of locating formal contexts that are relatively close to the
listener’s approximation, the speech contextualizer learns
the ontological concepts of the input tripple.

A recurrent neural network transducer serves as the
fourth component, linking between the situational projec-
tion (speaker side) and the contextualizer. This transducer
serves as a logical listener or actuator that feeds the famil-
iarity learner and the contextualizer with triples and em-
beddings from the external environment, respectively. The
secondary function of the transducer is computation, which
involves producing inference based on the contextualized
speech in the form of the original natural sentence, any
potential familiarity markers, and the rebuilt formal context,
which is the meaning of the natural phrase.

B. Implication of Findings
The use of familiarity markers suggests that a different

strategy would result in a wider predictive space for the
contextualizer and a higher incidence of incorrect meaning
extraction. As a result, the markers serve as a kind of filter
for the expected triple vectors. Despite this advantage, it
is also known that adding familiarity markers to overfil-
tered data may provide data that encourages overfitting in
contextualization models. It is therefore recommended that
the number of familiarity markers per discourse instance
be restricted to a number less than the dimension of the
triple, in this case two markers per training. This, however,
ultimately depends on the model’s performance.

While familiarity has the connotation of prior knowl-
edge, this study suggests a new technique that uses a zero-
shot learner and assumes absolutely no prior knowledge
of the familiarity markers. This is advantageous since it
increases the likelihood that the model will generalize
more effectively, especially in the case where one listener
is attempting to deduce meaning from various Dysarthric
speakers.
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Figure 4. Listener Speaker Joint-Trainer

The situational projection makes use of the natural
sentence and familiarity indicators to create deeper em-
beddings for the contextualize to deal with. This clarifies
the possibility that the same sentence may appear more
than once due to various situational factors (familiarity
markers in this case). This is frequently the situation in the
everyday speech of dysarthric speakers, who must restrict
their vocabulary, reuse it in many circumstances, and rely on
the listener to deduce the seemingly new alluded meaning.

The ontology learner that is suggested in the contex-
tualization component is a joint learner that learns both
global and ontologies that are embedded in domains of
familiarity and is shown in Figure 4. Hence, an inference
engine is required, in this case, a recurrent neural network
transducer (RNN-T). Due to the RNN-dual T’s open nature,
it was decided to use it. It has already been utilized as an
encoder-decoder tool in earlier studies, but in this work, it
is modified to function as both a data conveyor between the
speaker and the listener, ultimately producing the meaning
of the original natural language.

C. Limitation of Study
The Dysarthric sentence prompts feature distinct but

connected statements from the study by [26], as shown
in Table I. This is in line with the little discourse infor-
mation of dysarthric speakers. The natural workaround is
selecting carefully linked statements, which can be tedious.
The model has access to more data thanks to cooperative
learning, which calls for the incorporation of global (non-
dysarthric speech data) discourse data. The second restric-

tion, the use of a logical listener rather than a real listener,
is connected to this. While the proposed module serves as
both an inference engine and a data parser from and forth
between the various components of the proposed system, the
logical listener is used to minimize the absence of listener
data.

Another drawback of the study is that familiarity is
consistent, since this is not always the case. For example,
topic knowledge can alter dramatically throughout routine
conversation. However, only two familiarity indicators were
taken into consideration for this investigation, and a static
(non-updating) strategy was used in order to reduce the
possibility of overfiltering and overfitting the model.

6. CONCLUSION
The study suggests an integrated method for under-

standing dysarthric speech. The method discussed includes
a contextualizer, a recurrent neural network transducer,
a zero-shot learner for familiarity learning, a situational
projection component, and a learner for familiarity learning
from dysarthric speech. Further empirical research will
be required to support the results, as being an effective
and accurate method of obtaining speech understanding,
particularly for the unintelligible Dysarthric speech, given
the theoretical character of this study. The familiarity learner
will be treated and made more dynamic in the future with
regard to updating the familiarity markers on an as-needed
basis, which will further extend this work. The recurrent
neural network transducer should also be expanded in
order to accommodate live or real listeners as required by
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comparable data availability.
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