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Abstract: Due to increased civilization, smart cities, and the advent of technology, lots of buildings including commercials, residential,
and other types are populating in numbers in the recent past. The electricity consumption is also affecting due to increased occupancy
in these buildings. The analysis of the electricity consumption patterns will be helpful for consumers and electricity generation
units to know about consumption and future requirements of electricity. As per the literature, the Incremental clustering algorithm
is the best choice to handle ever-increasing data. In this research work, in the first phase, the electricity consumption data was
extracted from smart meter images, and then in the second phase, the data was taken from extracted .csv files merging data
from various sources together. This research proposes Distributed Incremental Clustering with Closeness Factor Based Algorithm
(DIC2FBA) to update load patterns without overall daily load curve clustering. The proposed DIC2FBA has used Amazon Web
Service(AWS) and Microsoft Azure HDInsight service. The AWS EC2 instance, along with the AWS S3 bucket and HdInsight,
operates by clustering data from numerous sites using an iterative and incremental approach. The DIC2FBA first extracts load
patterns from new data and then intergrades the existing load patterns with the new ones. Further, we have compared the findings
achieved using the DIC2FBA with IK means and NFICA based on time, features, silhouette score, and the Davis Bouldin index, which
indicate that our method can provide an efficient response for electricity consumption patterns analysis to end consumers via smart meters.
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1. INTRODUCTION

Incremental Clustering is an effective unsupervised ma-
chine learning technique. Various algorithms can be em-
ployed to segregate data of a similar nature. An Incre-
mental Clustering Algorithm is an uninterrupted process
that assigns data points based on existing clusters formed
[1]. It performs in a streaming fashion making the process
efficient and optimized. Distributed Incremental Clustering
Algorithm works one step ahead, making the entire system
in a cloud environment. Working in a cloud environment
provides many benefits, such as providing multiple virtual
machines and storage space to make the business applica-
tion collaborative.

Electricity Smart Meters (ESM) are electronic devices that
monitor consumer energy usage at hourly or fewer intervals.
The authors in the paper [2], [3] presented a bibliometric
survey on ESM, which provides a brief overview of the
current status of electricity smart meter data analysis using
an incremental clustering approach and possible future work
in this field. From the literature survey, it becomes clear that
a large amount of ESM data gets accumulated over time.
Therefore to get a proper analysis, it is efficient and easy to
improve clustering results incrementally based on both old

and new data rather than reclustering all data from scratch
as new data arrives. Most of the data available for ESM are
in Images, which becomes taxing to cluster based on visual
representations.

India has installed over 1.3 million ESM in major cities
in a few years [4]. It has become vital for us to manage
electrical power consumption as its consumption has been
increasing over time. Thus Smart meter analysis can help to
minimize the cost based on usage patterns. Further, it can
also predict usage based on past trends. Smart Meter Data
Analysis (SMDA) has proved to be useful for electricity
theft detection, which has been a major concern over the
years.

Unsupervised learning helps identify the power consump-
tion patterns of different consumers based on their lifestyle
uses [5]. Nevertheless, it has also been found that the usage
pattern of the same consumers also changes over the period.
With the help of clustering algorithms, we can cluster the
consumers with similar patterns, and the consumption of
the same users can further be analysed to suggest efficient
electricity usage.

This paper proposed a new approach to SMDA. Distributed
Incremental Clustering with Closeness Factor Based Algo-
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rithm (DIC2FBA) efficiently handles the incremental data
and extracts the electricity consumption pattern of the con-
sumer for effective use of the power system. The proposed
system extracts the electricity load pattern of the consumer
for effective use of the power system and reduces electricity
consumption. The main contributions of this research are
summarized as follows:

e Distributed Incremental Clustering with Closeness
Factor Based Algorithm (DIC2FBA) is proposed for
continuously updating load patterns based on ESM
data.

e The closeness factor is used as a similarity measure
to optimize the incremental clustering performance.
Parameter updating is considered for performing in-
cremental clustering continuously with an influx of
new data.

o In the first phase, the electricity consumption data was
extracted from the UFPR-AMR dataset [6], which
consists of 2000 images from the Energy Company
of Parand, and then in the second phase, the data was
taken from IIT Bombay Indian Residential Energy
Dataset [7].

e Compared the findings achieved using the DIC2FBA
with IK means [8] and NFICA [9] based on time,
features, silhouette score, and Davis Bouldin index.

This paper is divided into four sections. Section 1, the
introduction provides an overview of Distributed Clustering
Algorithms and provides the current state of ESM Analysis.
Section 2, which is related to work and research gaps, pro-
vides insight into work done until now in these areas. The
third section proposed methodology gives an overview of
the experiment performed using the DIC2FBA system. This
is followed by section 4, which is the result evaluation and
which discusses the comparisons of the proposed algorithm
with K means and NFICA. Finally, we have conclusion
sections and references at the end.

2. RELATED WORK

Technological advancements have now allowed each
one of us to learn new skills at home or through various
workshops conducted, and one of the ways to award your
skill is by providing Certificates. Digital and Handwritten
certificates have enormous data and provide numerous anal-
ysis. The problem with these types of datasets is they are
usually in an unstructured format, mostly as images. But
once the data is structured, we can use this information
to provide analysis on which subject has recently gained
popularity and how to improve the field of study at different
universities.
In the literature, various unsupervised machine learning
techniques, specifically clustering analysis is commonly
used to categorize the pattern of the load, analyze residen-
tial electricity consumption data, and extract consumption
patterns [3], [10]. In incremental K-means (IK means)

clustering algorithm is applied to a dynamic database where
the data may be frequently updated. And this approach
measures the new cluster centers by directly computing the
new data from the means of the existing clusters instead of
rerunning the K-means algorithm [11].IK means produces
k number of clusters effectively [8].

In [12], they developed a clustering method to analyze the
pattern of electricity consumers, which supports targeted
demand-side management and efficient operation of the
intelligent grid. In [13], investigated suitable customers for
demand response management and pattern recognition mod-
eling. In [14] used, a hierarchical algorithm to cluster 27900
daily load curves of residential dwellings. The thirty cluster
patterns are visible such as morning peak, mid-day peak,
late night peak, night peak, and dual peak, and stability of
load curve identified. In [15], the research used two levels of
clustering, i.e., intra-building clustering and inter-building
clustering. The intra-building clustering used a Gaussian
mixture model-based clustering to identify the typical daily
electricity usage profiles of each individual building. The
inter-building clustering used an agglomerative hierarchical
clustering to identify the typical daily electricity usage.
In [16], the author used a Bayesian Information Criterion
to select the number of clusters for the constrained-based
Gaussian mixture model. However, the cited reference fails
to explicitly disclose the analyses of the load-shedding
patterns in both planned and unplanned scenarios. In [6]
uses a hierarchical structure to help the negative impacts
when various demand response plans act simultaneously on
a similar system. The features considered for a hierarchical
clustering are consumption value, time of utilization, and
temperature to detect the points which are the most viable
option for demand response program application. In [17]
studies, various aspects of customer electricity consump-
tion, like magnitude, duration, and variability, are used for
the establishment of a demand response program. In [18]
used, a model-based clustering algorithm to identify the
potential of wet appliances (dishwashers, tumble dryers,
and washing machines) and the willingness of customers
to participate in the demand response program actively.
Several National and International projects [19] have been
carried out on pattern recognition and demand-side man-
agement. The accuracy of the clustering algorithm is influ-
enced by the multi-dimensional of electricity consumption
data. Therefore, various pre-clustering techniques have been
investigated in pattern recognition, such as Discrete Fourier
Transform [20] and Principle Component Analysis [21].
Much work on the potential of electricity consumption
patterns has been carried out [22], [23], [24]. However,
there are still some critical issues, like user input for a
number of clusters is required. To remove the dependency
of the user input, Preeti et al.[25] developed a parameter-
free Closeness Factor-Based Algorithm(CFBA). It is further
extended by TBCA (Threshold-based Clustering Algorithm)
to analyze diabetic patient’s clinical parameters [26] and
diabetic Mellitus [27]. TBCA uses the threshold value O
to 1 only. To further enhance the threshold range from -1
to +1 Correlation-Based Incremental Clustering Algorithm
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(CBICA) [28], a new variant of CFBA has taken shape.
CBICA uses Pearson’s coefficient of correlation similarity
measures. Their approach is not well suited for a distributed
system. Archana et al.[29] developed a real-time data anal-
ysis using Cassandra and Spark. In the paper [30] proposed
a Log Likelihood-based Gradational Clustering Algorithm
to identify the consumption patterns of the consumer. How-
ever, the cited reference suffers from the order sensitivity
issue. It has now been hypothesized that an incremental
clustering approach is an essential way to overcome the is-
sue related to clustering with growing intelligent electricity
meter datasets [9], [31]. The author [32], [2] proposed an
android application named ’PowerStats’, which gives the
statistics of mobile phone charging patterns of users as per
the model of phones, Plugged in/out battery percentage,
Plugged in/out timestamp, Voltage & Current.

A. Research Gaps

With the extensive literature survey on the smart meter
data analysis, the identified research gaps were highlighted
as follows:

e he incremental clustering algorithm can be effectively
applied in the field of load profiling for the reduction
of electricity consumption

o The incremental learning via incremental clustering is
achieved to utilize updated and clustered smart meter
data as knowledge for further mining.

e Given the volume of data and the number of data
types involved makes, smart meter data analytics are
highly complex. Incremental learning of Smart Elec-
tricity Meter data is not made explicit in literature,
which blurs their conceptual contours and constrains
the efficacy of using the approaches in research and
practice

3. PROPOSED METHODOLOGY: DIC2FBA SYS-
TEM

The proposed Distributed Incremental Clustering with

Closeness Factor Based Algorithm (DIC2FBA) has been
implemented on Amazon AWS cloud. The proposed system
efficiently handles the influx of new smart meter data
and extracts the required knowledge or hidden insights to
improve energy management for both utility providers and
customers. The DIC2FBA relates the new scenarios with the
previous ones (empirical data), remembers the outcomes,
and considers the impacts caused by the learning.
The development tasks and evaluation of the result divide
the whole process into different phases. Figure 1 illustrates
the system architecture of the proposed system comprises a
collection of smart meter data from different geographical
locations, preprocessing to normalize data, resulting in
patterns of loads of a typical day followed by the cluster
analysis to extract hidden patterns of electricity consump-
tion.

A. Data Preprocessing

Most people think that your insights and analyses are
only as good as the data you’re using while working with
data. In other words, if you put garbage data in, you’ll get
trash analysis out. If you want to build a culture around
quality data decision-making, data cleaning, also known
as data cleansing and data scrubbing, is one of the most
crucial tasks for your organisation to take. In this research
work, in the first phase, the electricity consumption data
was extracted from smart meter images, and then in the
second phase, the data was taken from extracted .csv files
merging data from various sources together. The resultant
csv datasets needed to be cleaned to achieve the best results.
The following steps are performed to perform data prepro-
cessing:

¢ Remove unnecessary variables: The data feature some
inconsistencies, such as reading errors and outliers.
So,we removed those customers whose data were not
reliable.

e The null values which were present in the Smart
Meter Dataset were removed.

e Removing the repeated customer ID so all data points
are now identified based on their ID number

B. Feature Extraction

Feature extraction is a process in which prominent fea-
tures from the dataset are extracted for further processing.
The first and foremost step was to extract the features
from the smart meter dataset. The features from the dataset
were extracted using PCA [30]. The extracted feature are
ID, hHour, kWh, with customer number, timestamp, and
electricity consumed. In addition, we calculated peak and
off-peak electricity percentage consumption.

C. Exploratory Data Analysis (EDA)

With the use of summary statistics and graphical repre-

sentations, exploratory data analysis refers to the crucial
process of doing first investigations on data to uncover
patterns, uncover anomalies, test hypotheses, and check
assumptions.
The correlation matrix of the smart meter dataset was
calculated. Correlation is a type of statistical relationship
that involves reliance. It refers to the degree to which
two variables have a linear relationship with one another,
as measured by correlation coefficients. corr() method in
python was used to calculate the correlation matrix. Figure
2 shows the correlation matrix of the Smart Meter Dataset
and the function used to implement the same. As we can
see in figure 2, the correlation coefficient for the cells [1,1],
[2,2], and [3,3] of the matrix is 1 because the features are
the same. Also, the correlation coefficient for TS’ and V1’
is less than the coefficient for *"TS’ and "W1’, which means
TS’ and ’V1° are less related or similar than TS’ and
A
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Figure 1. The proposed DIC2FBA System

corrMatrix = df.corr()

sn.heatmap{corrMatrix, annot=True)

plt.show()

Figure 2. Correlation Matrix of ESM Dataset

D. Data Transformation

Data transformation is a data mining approach that
entails converting raw data into a format that can be
understood by our machine learning algorithm. The Smart
Meter dataset was transformed using the Min-Max Scaling
technique. In this approach, the values from the dataset are
converted in a range of 0 to 1. Because of this conversion,
the dataset will have smaller standard deviations hence
decreasing the outliers.

E. Proposed DIC2FBA Algorithm

The proposed Algorithm 1 will be an enabler for elec-
tricity management in empowering consumers to save and
manage their electricity consumption.

F. Proposed DIC2FBA Algorithm on Amazon Web Services

After data preprocessing, the data was ready for the
algorithms to be applied. The proposed Distributed Incre-
mental Clustering with Closeness Factor Based Algorithm
applied to the smart meter dataset. Clustering is based on
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Algorithm 1 Distributed Incremental Clustering with
Closeness Factor Based Algorithm (DIC2FBA)

o Input: Smart meters datasets from consumer

e Qutput: A series of the cluster, which represents the
electricity consumption patterns

e Method:

1) Preprocessed data has been processed by com-
puting the sum of attributes, log-likelihood, er-
ror, and weight. Using these computed values,
the basic clusters are formed

a) Consider two data series S and S;. S;(j)
is the point i in series j.

b) Calculate the total of the corresponding pa-
rameters of series considered 7;(j), where
i = 1,2,---,m number of attribute and
j = 1,2,3,---,n number of instances in
the dataset

c) calculate the probability ratio(P) [1]
po TS0
DY ENI0)
d) Compute error
NPT ()=S:i())
err(j) =
) VT ()xp+(1-p)

e) Weight of each series

w(j) = T())
f) Closeness of the series is calculated as
Cr(j)= 3", err(j)>w())
Jj= w

. ()
g) Repeat steps a to f until all the series have
been processed.

2) CreateClusters()
a) Create clusters using the closeness method

LIBRT)

b) For all the series i’ to ’n”,
i) Get the Cr value of S(i)
ii) The lower the value of Cr means
closer are the series and grouped in
a cluster.

c) In this way, basic clusters formed and
stored into a cluster database along with
their elements.

3) UpdateClusers()

a) For each existing clusters,

i) Get each Series in this cluster, S(i)

ii) Get the g value of S(i)

iii) For each newly added series
A) Get the Series S(j)
B) Get the C, value of S(j)
C) If (S(@) — S(j) < closeness-factor)

: Add S(j) to cluster

D) Continue to the next Series

iv) For all the incremental series: Follow
steps in 3(a)iii

4) The obtained clusters are written in the output
file.

e (, values guide users on which data series are close
to each other and can be a part of the same cluster.

Closeness Factor (CF) values. The CF value 1 indicates that
data series are comparable, whereas 0 suggests that they
are dissimilar. First, the basic clusters are formed in the
first iteration, and in the second iteration, some incremental
clusters are formed above the basic clusters.

One of the salient features of Distributed Clustering Algo-
rithms is to cluster data coming from multiple sites. When
applying a problem statement in a real-world scenario, data
is bound to come from multiple sites, and reclustering
information based on initial data becomes complex, time-
consuming, and inefficient. Thus, we have applied the
model developed in the local machine to support data from
multiple sites without reclustering the initially clustered
data.

To achieve the above stated, we have used AWS S3 bucket
and EC2 instance. Amazon provides public cloud storage
called ’Simple Storage Service’ (S3), which can store enor-
mous amounts of data and can be accessed from anywhere
and everywhere as describe in Algorithm 2.

Elastic Cloud by Amazon helps us launch virtual machines
at different locations with the desired specification for
testing the model. Figure 3 demonstrates an AWS based
DIC2FBA implementation. We have launched two virtual
machines with the following additional configuration and
the rest set to default:

e Platform: Ubuntu
e Availability Zone: ap-south-1a
e Security Group: Full-Access

G. DIC2FBA Algorithm on Azure HDInsight

Azure HDInsight is a customizable, enterprise-grade
service for open-source analytics. It helps to distribute the
DIC2FBA with the global scale of Azure, as shown in figure
4.

4. EXPERIMENTAL RESULTS AND DISCUSSION

The results of the DIC2FBA algorithm on smart meter
datasets are shown in this section.

A. Dataset Description

In the first phase, the electricity consumption data
was extracted from the UFPR-AMR dataset, which only
contained readings and no other features to be extracted.
We used Opencv and Pytesseract to extract the reading,
but we discovered that the proposed incremental clustering
algorithms couldn’t be run on just one function. To
compare electricity usage, we need either time and voltage
or power and voltage. As a result, we combined the
UFPR-AMR dataset with IIT Bombay Indian Residential
Energy Dataset [7]. The final dataset contains Unix
TimeStamp, Voltage, and Active Power, as shown in Table
1. The dataset contains electricity consumption data from
a high-rise residential building on the IIT Bombay campus
from December 2016 to January 2018.

https://journal.uob.edu.bh/
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Figure 4. DIC2FBA Algorithm on Azure HDInsight

TABLE 1. Description of Indian Residential Energy Dataset

\ Variables

Description

Country India
No. of customers | 60
Monitoring period | December 2016 to June 2018

Resolution 1 hour
No. of Instances 1080000
Building Type Residential

Attributes TS — Unix Time stamp (epochs),
V1 — Voltage of phase 1 (V) V2 —
Voltage of phase 2 (V), V3 — Volt-
age of phase 3 (V), W1 — Electric-
ity consumption of phase 1 (Wh),
W2 - Electricity consumption of
phase 2 (Wh), W3 — Electricity

consumption of phase 3 (Wh)

B. DIC2FBA Clustering Result

The results of the DIC2FBA on Indian residential smart
electricity meter datasets are explain in this section.
This research discovered the relationship between different
parameters and used cluster analysis to determine the pa-
rameters that are the underlying causes of an outlier in a
data sequence.
With the help of the clusters formed an exploratory data
analysis as shown in figure 5, we can analyze a few
insightful details:

e All the clusters formed in the incremental phase are
appended to previously formed clusters in the basic
phase, with most of the reading belonging to cluster
1.

o The graphs represent the range of electricity con-
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Algorithm 2 DIC2FBA on AWS Basic Clusters
1) Connect S3 bucket to Closeness Factor Based Algo-
rithm(CFBA) code
a) Create an S3 bucket on AWS 2000 7
b) Install boto3 library at your local machine to
connect to AWS CLI 4000 -
c¢) Load the boto3 library to connect to your AWS "
Account using the access key and access secret =
passcode E 3000 -
d) Pass the necessary intermediate 5
results to the boto3 client API S
client,3 = boto3.client(’s3’, aws,ccessiey;d = 2000 1
accessyey, awsgecret,ccessiey =
accessgecret) where s3 is the AWS
cloud storage service we intend to use, 1000 1
aws,ccessiey;dis the access key of the AWS
console and aws;ecret,ccessiey is the secret 0
passcode of the AWS console. —_ ~ -
2) The intermediate results are successfully uploaded Clusters
to the AWS cloud storage and thus can be accessed ()
from different sites to perform clustering _
3) Perform distributed clustering using EC2 virtual in- 10000 Iterationl
stance Phases
a) Launch EC2 Instance A (Site 1) and transfer f= Basic cluster
. . . . 8000 4 B ncremental_1
the files using Winscp for conducting basic =
clustering operations on one chunk of the "
dataset. E 6000 1
b) Now, after completion of initial clustering, ;-"-f
upload the clustered data into the S3 bucket o 4000 |
so that data from other sites can cluster based =
on formed clusters. With this, we completed 2000 4
Iteration 1.
¢) Launch EC2 Instance B (Site 2) and transfer —
the files using Winscp for conducting Iteration . — ~ - -
2 with the second chunk of the dataset. Clusters
d) After running the file, the new dataset from ()
site 2 has appended to the initially clustered lteration 2
data from site 1. 16000 A
Phases
14000 BN EBasic_cluster
B |ncremental_1
sumption, here for example, we can divide the con- 12000 EE |ncremental 2
sumption range into 4 categories based on the reading E 10000 |
range. .
(=]
e After acquiring knowledge about the electricity con- S 6000
sumption categories, we can identify the value of
electricity used based on the voltage and watt infor- 40001
mation of each cluster. Since the data is vast, an in- 2000
depth analysis is required to determine values of high ol
and low electricity consumption. - ~ octors ™ -

(©

Figure 5. DIC2FBA Clustering Result: a :Describes the basic clus-
ters; b :Formed new cluster; ¢ :Update the existing clusters
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C. Result Analysis and Performance Evaluation

The cluster-wise consumption patterns of the residential
customer are depicted in figure 6. It indicates that cluster
4 contains the consumers who have consumed the highest
electricity.

Clusterwise Consumption

175

150

125

100

]

Consumptions (kwh)

5

Clusters

Figure 6. Cluster wise Consumption

As shown in Table II we can see that, from a total
of 15986K smart meter data, 5966K were used for basic
clustering and 3978K for iteration 1, and reaming were used
for iteration 2.

TABLE II. Cluster Label for Electricity Smart Meter

I | Basic Clusters | Iterationl | Iteration2 ||

Frequency 5966K 3978K 6042K
Percentage of 37.3 24.9 37.8
data

Valid percent 37.3 249 37.8
of data

Cumulative 37.3 62.2 100.0
percent of

data

1) Cluster Validation

Parameters such as the no. of features and execution
time also play a vital role in deciding which algorithm is
much more beneficial. The prerequisite for true comparison
is to make sure that every algorithm with the same data
is evaluated in the same way, which means that the
comparison metric should be similar for all the considered
algorithms.

We have used the validation technique of the Dunn validity
index (DVI) and Silhouette Criterion (SC) [14]. It’s used
to figure out how far apart the resulting clusters are.
If the score is close to 0, the sample is close to the
decision boundary between two neighbouring clusters,
and if the score is negative, the samples are allocated to
the incorrect clusters. Furthermore, DVI and SC score

maximum indicates that the clusters are highly dense and
do not overlap. Table III shows the SC and DVI scores of
IK means [8] and NFICA [9], and the proposed DIC2FBA
algorithm when performed on smart meter datasets.

TABLE III. Cluster Performance comparisons with IKmeans,
NFICA and DIC2FBA

Algorithm Sct DVI*

DIC2FBA  0.912350252853 0.1090

IKmean  0.672232701595 0.0996

NFICA 0.32654879454  0.0998

+: maximum is the best

It is now clear that DIC2FBA outperforms IK means
algorithm as DIC2FBA incremental behavior allows us to
append the new records into the initially formed clusters
without clustering from scratch as in the case of IK means.
On the contrary, DIC2FBA does not have any additional
dependencies or parameters which hamper the accuracy of
clusters. It is also evident that the deployment of Distributed
incremental DIC2FBA on Amazon Web Services EC2
Instance and S3 bucket and Microsoft Azure HDInsight
service will speed up the executions.

5. CONCLUSION AND FUTURE WORK

Accurate and incremental electricity consumption pat-
terns of residential ESM consumption users are calculated
by using the proposed Distributed Incremental Clustering
with Closeness Factor Based Algorithm (DIC2FBA). The
use of AWS EC2 Instance and S3 bucket to ensure that
our model can handle data from a variety of sources and
create clusters incrementally. The incremental learning of the
proposed DIC2FBA system will benefit:

e For starters, the incrementally shaped clusters on
the smart meter electricity dataset would aid in the
continuous detection of household electricity con-
sumption.

o This will aid the concerned authorities in determining
the maximum and minimum electricity usage and
the time and location of the region associated with
the above observation. This will allow the electricity
department to take appropriate steps in certain cir-
cumstances, such as determining when and where to
switch off electricity for a specific period in order to
ensure its long-term use, and so on.

The researchers would like to improve the DIC2FBA for
solving image clustering problems in the future.
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