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Abstract: IoT is marked by the resource-constrained devices. Information security is the main challenge that arise due to 

wireless transmission of data by ubiquitous sensors. The phenomenal growth of resource constrained devices in IoT setups 

has motivated for the research of lightweight solutions for information security. In this work, an optimized 

implementation of AES for high throughput has been presented. The data path of the AES is compressed to 32-bit. 

Implementation has been carried out on different FPGA families. Data path compression and use of BRAMs has led to 

improved throughput with savings in resource consumption. Loop-unrolled AES results in the consumption of 2669 slices 

which 12 times as big as this design. While 32-bit AES with 128-bit data path consumes 4 times more resources than 

proposed design which uses 223 slices and 5 BRAMs on Artix-7 FPGA. The proposed design delivers throughput in the 

range of 2.2 to 3.5 Gbps and achieves efficiency of 1.75 Mbps-7.8 Mbps per slice on different FPGAs. It outperforms 

different lightweight ciphers and constrained AES implementations in existing literature. 

 

Keywords: Internet of Things (IoT), Data path, Advance Encryption Scheme (AES),  Field Programmable Gate Arrays (FPGA), 

Information security. 

 

1. INTRODUCTION  

Cisco estimates that the number of connected devices will 

rise from 50 billion by 2020 to reach 500 billion by 2025 

[1]. To ensure the information security in Internet of 

Things (IoT) small sensors and devices need to be 

safeguarded against sniffing attacks. Smart grids are also 

an application of IoT. Enormous data exchange and 

openness of resource sharing among smart meters in smart 

grid have also generated challenges of data security [2]. 

Data privacy and data leakage are also an important 

concern at cloud level as well [3]. Confidentiality of the 

information can be enhanced with the help of Block 

ciphers. These are used for ensuring information security 

[4-5] in various standards. Blockchain technology is 

another important area where cryptographic algorithms 

serve as the base of security [6]. Advanced Encryption 

Standard (AES) is considered to be the most secure block 

cipher that can be used for the purpose. National Institute 

of Standards and Technology (NIST) [7], released FIPS-

197 in which AES was adopted as a standard symmetric 

cipher. It ensures confidentiality at two levels  

i. For high throughput applications such as e-

commerce or in case of trunk communication. 

ii. For lower data rates it can be used for resource 

constrained devices. 

Software and hardware implementations of AES are 

utilized for these purposes. Hardware implementation of 

AES is preferred as compared to software implementation 

for high throughput applications. These implementations 

are carried out either on field programmable gate arrays 

(FPGA) or on application specific integrated chips 

(ASIC). Major research areas of  AES implementation are 



 

 

  

 

 
 

highlighted in Fig 1. To minimize the delay highly 

pipelined architectures are implemented. Area reduction is 

achieved by iterative architecture. Several optimizations in 

the basic operations such as SubBytes or Mix-Columns, 

arithmetic operations etc. are also used for the same. 

Further, resource sharing [8] has also been used to 

minimize the area and increase the speed of the 

architecture while maintain the integrity of the cipher. 

Data-path reduction [9] is one of the resource sharing 

techniques to achieve the smaller area implementation of 

AES. Due to the ever-increasing demand of security 

solutions for resource constrained devices researchers are 

still working in the direction of developing new 

architectures of AES. 

Various attempts are reported in literature towards 

optimizations are broadly focused in two categories: 

i) Pipelined (fully or partially) architecture for 

implementation of high speed. 

ii) Compact and low-power architecture for the low 

resources or low-cost devices and feedback mode of 

operations. 

Major contribution of this work is to explore the adaption 

of AES-128 to low-cost devices in IoT by effective 

resource utilization.  A two-step approach is applied to 

minimize the latency and resource consumption. First step 

considers the compression of data path to 32-bits. Use of 

BRAMs available in FPGA, maximizes the utilization of 

available resources. Although, this design utilizes 32-bit 

data path like others [10-12] but optimum utilization 

resources enable it to stand out among these designs. 

Efficient use of available block RAMs has enabled it to 

minimize the resources. Use of BRAMs for the 

implementations of the S-boxes yielded heavy reduction 

in the resource consumption. 

The contribution of this work are as follows: 

i. In this paper, a new high performance 

constrained architecture has been presented for 

resource constrained devices.  

ii. Architecture makes use of BRAMs to minimize 

the resource consumption on FPGAs. It achieves 

the optimum utilization of FPGA resources. 

iii. It also presents the state of the art in the field of 

research.  

iv. The result is compared with existing designs and 

lightweight implementations for IoT. 

 

Rest of the paper is organized as follows: Various 

contemporary implementations are presented alongside 

older ones in Section 2. Section 3 provides the 

implementation details. Implementation results of the 

proposed design are presented, compared and discussed 

while identifying its applications in Section 4. In the end 

Section 5, draws conclusions and provides the future work 

directions.  

 

 
 

Fig 1. Research directions in AES 

 

2. RELATED  WORK 

In [8], authors used the 32-bit data path, resource sharing 

between these encryption and decryption units and 

subfield arithmetic to minimize the hardware requirement. 

In [13], a low power AES architecture with an optimized 

S-box have been implemented on an FPGA with 128-, 

192- and 256-bit keys. An ASIC implementation for the 

AES processor has been carried out in [14] which is 

capable of delivering the throughput of 2.29Gbps. In [15], 

authors carried out 32-bit implementation on FPGA with 

the help of pre-computed key expansion for FPGA. S-box 

is implemented as LUTs. The design used the dedicated 

memory blocks that were available on FPGA. Shift rows 

is performed with addressing logic. It is made possible by 

arranging the state- bytes in such a manner that were 

efficiently stored in shift registers. The same method has 

been used in [16] to reduce storage requirements and 

implement data paths of various sizes. In [10], authors 

have improved the FPGA resource consumption using T-

box method. In [17], a theoretical design for the AES 

architecture was presented to optimize the resource 

consumption. In [9], authors carried out a fully parallel and 



 

 

  

 

 
 

loop unrolled implementation of AES using composite 

field arithmetic and LUT based T-Boxes. It was carried out 

for two different architectures one was 8-bit S-box based 

while the other was 32-bit data path. The architectures 

were optimized for high speed and low latency. The 

theoretical architecture presented by in [17] was utilized in 

[18] with a core added with decryption functionality and 

8-bit data path. Data path contains S-box implementation 

in combinatorial logic. A study focused on the IoT devices 

and their design was presented in [19] but they left small 

devices. The power consumption for AES has been 

reported 42 mW in this study which is not appropriate for 

the constrained IoT devices. Hence, the 128-bit 

architectures mentioned in [19-21] are not suitable for the 

implementation in constrained devices due to power 

requirements. Similarly, [22] utilizes 32-bit data path and 

has power consumption in micro-watt level but the area 

requirements make it unsuitable for the small sensors. In 

[23], an asynchronous design has been presented for 128-

bit data-path AES that consumes lesser power but the area 

requirements are high for the small devices and power 

consumption is still a concern for resource constrained 

devices. In [24], a lightweight AES algorithm is 

implemented on FPGA. Mixcolumns step is removed to 

achieve minimum delay in an adhoc voice link.  

In [25], a new AES crypto-hardware accelerator was 

presented for the devices such as Bluetooth controller. It 

uses power efficient designs for S-box, MixColumns, 

Shiftrows and their inverses. The area occupied is 3120 

GE for the 130 nm CMOS technology. In [26], a new 

design named nano-AES was presented utilizing 8-bit data 

path. It was an ASIC implementation which achieved 35-

2.4% improvements over previous works. In [27], have 

presented 8-bit architecture for the SILC, CLOC, AES-

JAMBU, and COLM authenticated ciphers. All of these 

are designed by modifying AES core. AES-JAMBU used 

the least resources among all of these. A crypto-engine for 

AES-GCM was purposed in [28], which generates the 

throughput of 100 Gbps. It can be utilized in optical 

transport networks. It is designed using 40 nm library. 

AES has been adapted to design a chaos-based algorithm 

for the encryption in [29]. It provides security for images 

and data. Authors have tested the scheme for different tests 

and attacks and high resistance has been reported against 

such attacks. Security issues of AES based designs are 

highlighted in next few works. True random number 

generators (TRNGs) have a statistical weakness due to 

physical randomness. A post-processing method can be 

used to solve this issue. An S-box based solution have 

been proposed in [30]. In [31], a correlation scan attack 

against XOR compaction is proposed. In [32], LC-FARES 

was presented. It has the capability to identify injected-

faults. Sixteen 8-bit registers are used, in a 32-bit 

architecture, for implementing ShiftRows. A flexible AES 

design, that can choose from different defense 

mechanisms, key sizes and mode of operations etc., is 

presented in [33] using an agile approach. It uses Chisel 

framework to achieve reduced code size. Authors have 

designed an advanced crypto-hardware for AES. It 

supports variable key sizes in multiple modes [34]. The 

designs are synthesized using 7 nm CMOS technology. In 

[35], authors have presented a lightweight cipher using 

Lorentz-chaotic system (LCS). It occupies only 27 slices 

and uses feistel structure. LCS has been used to generate 

the random numbers which are used in the key. 

Numbers of works have been reported on the AES 

optimizations. There is need for the reduction in resource 

consumption of AES. Data path compression is one of the 

popular strategies for the area minimization. But only few 

works have been reported for lightweight-AES for the IoT 

applications. It is a big clearly highlights a gap in the 

literature and motivated us to adopt following 

methodology:  

i. AES-128 has been adapted to AES-32 by data 

path compression. BRAMs are used to further 

minimize the resource consumption.  

ii. Verilog is used for coding the design which is 

synthesized on PlanAhead software.  

iii. Thereafter, it was implemented on different 

FPGAs.  

iv. Based on these FPGA implementation design is 

compared with existing designs. 

Proposed design outperforms existing works in throughput 

and area. 

 

3 32-bit Data Path Implementation 

This 32-bit iterative architecture was designed for high 

throughput with minimized resource-consumption. It is 

shown in Fig 2 below. MixColumns are 32-bit in size just 

like main data path. A separate S-box is used for on-the-

fly key generation. It reduces the delay and enhance the 

performance of the design. Initially, a 128-bit input is 

provided to AES-32 module. This input is converted into 

32-bit blocks for the SubBytes operation.   



 

 

  

 

 
 

 
Fig 2. BRAM based 32-bit iterative AES architecture 

  

ShiftRows operates on input bytes and arrange them into a 

fixed sequence. Every time input is fed this sequence is 

repeated. Considering this, sequence of output-bytes is 

changed in the state as per the standard design of 

Chadoweic and Gaj [15] (2003) and N. Pramstaller, et al. 

[16] (2004). After wards, MixColumns operation is 

performed which are 32-bit wide and four in number. Final 

operation is Add round key and a separate SubBytes unit 

is used for the same. Here, the calculation is done on the 

fly. The SubBytes operation utilizes either galois field 

(GF) arithmetic or the S-Box can be stored as look up table 

(LUT).  Here, S-box is implemented as LUT which makes 

it a little more resource consuming compared to GF based 

design. But we have utilized the block RAM (BRAM) 

available in the FPGA to store the S-box entries. In this 

architecture, the encryption and decryption utilize the 

same data-path and resources. This has been enabled by 

the use of multiplexers. Key Expansion unit also utilizes 

the separate S-box but adapting FPGA to utilize the on-

board block RAM has helped in cutting down the resource 

consumption. 5 BRAMS have been used in all in the Artix-

7 FPGA. It has enabled the design to reduce the resource 

requirement heavily. Total 256 entries have been made for 

the byte substitution table. In this process, the ‘case’ 

statement has been utilized for the byte substitutions. It is 

an area consuming process but it will help in faster 

execution of the cipher. Due to 32-bit data path and sharing 

of S-box, the number of cycles required to implement one 

round now become 5 (4 cycles for main data and one cycle 

for key expansion). Multiplexers helps in sharing of 

resources. 

The SubBytes architecture is shown in Fig 3. It is a 32-bit 

wide operation which is divided in four 8-bit wide 

operations individually. Hence, these are calculated 

individually and combined in the end. The Key expansion 

module utilizes a separate SubBytes module in this design 

and hence it is able to calculate the output in minimum 

cycles. 

 

 
 

Fig 3: BRAM based SubBytes  

Although, the cost is paid in terms of BRAMs and 

additional control circuitry. Inverse SubBytes is similar to 

SubBytes operations and uses same number of resources. 

 

 
Fig 4: MixColumns structure  

Four levels of logic constitutes the MixColumns operation. 

Fig 4 shows the different levels of logic used in the 

MixColumns design. There are total 4-levels of logic used 

in this design and a total of 91 XOR operations are needed. 

There are two XOR gates on first level, Fourteen XOR 

gates are present on level 2. While level 3 consist of thirty-

seven gates and finally thirty-eight can be found in level 4. 

The inverse MixColumns operation is quite similar to the 

design but there are five levels of logic. 

 

4 Result and Discussions 

The initial implementation of the design is carried out with 

Xilinx Vivado software version 2014 and Artix-7 FPGA. 

On the other hand, for the comparison with exiting designs 

the synthesis is carried out using Xilinx PlanAhead 

software and implementation is carried out on different 

FPGAs. While mentioning the FPGAs, we have used ‘V’ 

for Virtex, ‘K’ for Kintex and ‘Sp’ for Spartan family 

while numeric values 5, 6, 7 or alphabet ‘E’ etc. represent 

the generation of the particular family. 



 

 

  

 

 
 

   This 7-series FPGA have two types of slices; slice-M 

and slice-L. Here, the advantage of using slice-M is that it 

can utilize its LUTs to configure distributed RAM 

(DRAM).  It helps in better utilization of resources. 

Another strategy that we have adopted is to utilize the 

BRAM for S-box. BRAM on 7-series FPGAs has storage 

capacity up to 36 Kbits which makes it ideal suited for the 

S-box storage. It can also be used for other storage as well. 

Since S-box as LUT has 256 entries and each entry is a 

byte long, using slice resources or DRAM for the same 

will be a waste of resources.  Fig 5 and 6 represent the top-

level schematic of the AES-128 bit and AES-32 bit 

respectively.  AES-128 has been implemented as loop 

unrolled architecture while as mentioned earlier; AES-32 

is implemented as the iterative architecture.   

 
Fig 5. Top level Schematic for AES-128 

Table 1 represents the resource consumption of the AES-

32 on Artix-7 FPGA and its comparison with AES-128. It 

shows that total 568 LUTs have been used while the 

number of slices stands at 223. The design also utilizes 5 

BRAMs available on FPGA. These BRAMs are used for 

the implementation of the S-boxes which are implemented 

as the LUT. It helps in the better resource utilization. There 

are two types of slices available on 7-series FPGAs slice-

M and slice-L. Slice-M has advantage that these can be 

adapted to form the DRAMs which can further be used for 

the storage purposes while the software is using the 

optimizing strategies. In our design, out of 223 slices that 

have been used; 40 percent are slice-M and 60 percent are 

slice-L. But the main reduction in the resource 

consumption is achieved through the use of BRAMs. To 

emphasize on savings that our implementation has 

achieved we have compared it to AES-128 that has been 

implemented on the same Artix-7 FPGA. It has loop 

unrolled architecture. The comparison is shown in the 

Table 1 and depicted in Fig 7. It shows that AES-128 

consumes 2668 slices and a total of 9571 LUTs. The 

results obtained for the utilization of the resources in the 

Artix-7 FPGA are as follows: 

The total improvement in terms of resource consumption 

is 91.64 percent when it is compared to AES-32. Similarly, 

we have also implemented AES-32 with 128-bit data path. 

It uses 424 slices and 1231 LUTs. These results point out 

that just by compression of data path to 32-bit an area 

saving of 47.40 percent is achieved. 

 

 
Fig 6. Schematic for AES-32 using BRAMs  

Table 1. Comparison of three designs amongst each 

other 

Design Slices LUTs Improvement 

(%) 

AES-128 (loop unrolled 
architecture) 

2669 9571 91.64 

AES-32-bit with 128-bit data 

path  

424 1231 47.40 

AES-32-bit   223 568  

 

 

 

 
Fig 7. Comparison of three basic implementations of 

AES among each other 

The same is represented in the bar chart in Fig 8. If this 32-

bit implementation is compared with the existing 

implementations it can be seen that there is drastic 

reduction in terms of area due to the use of BRAMs for S-

box implementation. This reduction helps in making 

design compact and better suited for the small devices. 

The proposed design is compared with the existing ones 

based on three factors. The number of slices consumed for 

the implementation. The maximum frequency of operation 

(Fmax) design has clocked on the FPGA. The throughput 
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delivered by the proposed design and its efficiency which 

is calculated as throughput per slice (TPS).  

Mega Hertz (MHz) is the unit for calculating Maximum 

frequency of operation. It is the maximum value recorded 

when design is implemented on a specific FPGA. 

Throughput, T is recorded in mega-bits per second 

(Mbps). The formula for throughput is  

N

FB
T


=                                                                (1) 

where, the number of bits processed at a time which forms 

block-size is represented by B, F is frequency of operation 

and number of clock-cycles utilized in the encryption of  a 

complete block of data are shown by ‘N’. (or decryption) 

Equation (2) provides another parameter for  analyzing the 

performance i.e. Throughput per slice, TPS, or efficiency: 

 

R

T
TPS =                                                                    (2) 

 

Here, number of resources i.e. slices or LUTs, that are 

occupied by the design when implemented on a particular 

FPGA are denoted by R. Here, it represents slices. 

Utilization of resources can be rightly estimated with the 

help of Efficiency.  

For the comparison with the existing designs, we have 

synthesized the design in Xilinx PlanAhead and 

implemented it on the different Xilinx FPGAs. It provided 

us with results to carry out a detailed comparison with 

existing designs. For comparison, we have adopted the 

strategy mentioned by [36] where the concept of 

‘equivalent slices’ and a ‘normalization method’ was 

adopted to carry out the design comparison.  

 

As the comparison is made among old and new devices, 

the concept of ‘equivalent slices’ is used for the same. As 

many designs are based on the look up tables which are 

stored in the BRAMs available in FPGA. Hence, the 

resource consumption has two parts: number of slices and 

BRAMs. The cost of a BRAM is calculated in term of 

slices and finally, added to number of slices to calculate 

the equivalent number of slices consumed by the design.  

Detailed study of the literature suggests that different types 

of FPGA are used for implementation. FPGA used varies 

from Virtex-II to Virtex-7. Hence, a ‘normalized TPS’ 

calculation is provided for a fair comparison. Virtex-II, 

Virtex-II pro, Spartan-3, Virtex-E and Virtex-4 

implementations are calculated under following 

assumptions:  

i) As a slice in these FPGAs comprises 2 LUTs 

while FPGAs from Virtex-5 onwards 

comprise of 4 LUTs per slice. Therefore, the 

occupied area is divided by 2 in case of these 

FPGAs. 

ii) In these FPGAs, one BRAM is equivalent to 

64 slices (18 Kb BRAM) while Virtex-5 

onwards the one BRAM is equivalent to 128 

slices (36 Kb BRAM). 

iii) Finally, to normalize the frequency of 

operation, a factor of 1.22 (550/450) is 

multiplied to the frequencies achieved by 

these FPGAs because these FPGAs can have 

maximum frequency of operation 450 MHz 

while Virtex-5 onwards the maximum 

frequency of operation is 550 MHz. 

Based upon this normalization criteria, the normalized 

frequency, throughput and TPS are calculated for the 

FPGAs of older generation i.e. before Virtex-5. We can 

see the comparison of the purposed design with the 

designs available in literature.  

 

 

Fig 8. Comparison of Resource Consumption among 

Designs 

Fig 8 presents the resource consumption of all the designs. 

The design by [10] is the most resource constrained. While 

[15] are second most constrained implementation. Our 

design is fourth among these designs in terms of resource 

consumption. The results are depicted the equivalent slice 

calculations. Hence, the BRAM occupancy increases the 

number of slices. But being the part of the FPGA 

architecture, their use increases the utilization of available 

resources which would be wasted otherwise. This use of 

BRAMs helps the design to achieve high operating 

frequencies.  
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Fig 9. Throughput comparison among designs 

 

TABLE 2: COMPARISON WITH DIFFERENT DESIGNS WITH 
NORMALIZATION 

 

 

Fig 9 depicts the comparison of the designs on the basis of 

throughput which is measured in megabits per second 

(Mbps). Both implementations of the proposed design 

provide the best throughput among presented designs with 

2821 and 3240 Mbps. It shows that in terms of 

performance proposed design provides superior 

throughput.  

Fig 10 shows the comparison on the basis of maximum 

frequency of operation. These all are normalized results 

and designs by [41] and [12] occupies the first and second 

place in terms of maximum frequency. The proposed 

design occupies third place on Spartan-3 FPGA while 

fourth place is for the Virtex-5 FPGA implementation of 

this design. Hence, design performs satisfactorily on this 

parameter. 

 

 

Work FPG

A 

Slice 

+ 

BRA

M 

Equival

ent 

Slices 

Fmax 

(MHz) 

T 

(Mbps

) 

[37] ZY 

 

V-5 885 

4992 

885 

4992 

103.3 

116 

300.4 

1350 

 [12] NB V-5 556 556 256 712.3 

 [10] R Sp-3 163+3 355 71 208 

[15] CG Sp-2 222+3 414 60 166 

 [11] UL Sp-3 287+3 479 123.464 

(101.2) 

294.4 

[38] NK 

 

V-4 2281 1141 167.14 

(137) 

- 

[39] NM  
 

V80
0-4 

4452 2226 28.06 
(23) 

29 

[40] LO 
 

V-E 3580 1790 - 157.07 

[41] RBH 

 

V-5 69+3 453 257 747 

This work V-5 459+9 1611 220 2821 

 Sp-3 619(/

2) + 
10 

950 253.15 

(207.5) 

3240.3

2 

TABLE 3: COMPARISON OF NORMALIZED THROUGHPUT AND 

TPS AMONG DIFFERENT DESIGNS 

Work T 

(Mbps) 
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(Mbps/ 

Slice) 
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[10] R 208 0.70 
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166 0.32  

[11] UL 
 

294.4 0.61 

[38] NK 

 

- - 

[39] NM 

 

29 0.013 

[40] LO 
 

157.07 0.08774 

[41] RBH 

 

747 1.65 

This work V-5 2821 1.75 

                 Sp-3 3240.32 3.414 
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Fig 10. Frequency comparison among designs 

 

Apart from the comparison with the existing designs Table 

4 compares the proposed design with the latest lightweight 

ciphers proposed for the IoT requirements. 

 
Fig 11. TPS comparison among designs 

 
TABLE 4: A COMPARISON WITH OTHER LIGHTWEIGHT 

PRIMITIVES 

Design FPGA Slices Fmax Throughput 

(Mbps) 

TPS 

(Mbps/slice) 

PRESENT 
[42]  

V-6 157  186.3 372.6 2.37 

LED [43]  V-7 217 169.09 338.18 1.55 

HIGHT 
[43] 

V-7 252  372.3 744.6 2.95 

SIMON 
[44] 

 

V-7 95  219 292 3.07 

XTEA 
[45] 

 

K-7 228  345.9 26.42 0.115 

[48] V-6 657 170 2188.7872 3.33 

V-7 666 213 2734.5792 4.11 

K-7 536 213 2734.5792 5.10 

LC-

FARES 

S. [32] 

V-6 283 166 241.4 0.85 

V-7 277 310 450.9 1.62 

K-7 271 330 480 1.77 

This work V-6 289+9 176.305 2256 7.8086 

V-7 489+5 240.269 3075 6.28924 

K-7 460+5 274.907 3518 7.64958 

 

 

Table 4 presents a comparison among different 

lightweight ciphers. These primitives are chosen for 

comparison on the basis of implementation of slices, 

frequency of operation, throughput and TPS. As can be 

observed from the table 4, proposed design is not as 

constrained in implementation as the other ciphers. It 

consumes maximum resources among all the ciphers. The 

main reason behind this is the block size processed in these 

ciphers. Proposed lightweight-AES algorithm processes 

128-bit block in comparison to the 64-bit block size of 

LED, XTEA, SIMON and HIGHT.  Small block size 

means that size of the ciphers and processing time will be 

small. But iterative architecture of AES-32, data path 

compression reduces the area required. Use of BRAMs 

further minimize the resource consumption. AES-32 has 

been compared with the design in [48] which does not 

utilize BRAMs and s-box has been implemented in galois 

field. It clearly highlights that proposed design achieves 

the maximum utilization of available FPGA resources. 

Comparison with [48] further highlights that 

implementation of s-box in BRAMs results in 50 to 90%  

improvement in the throughput.  The number of cycles 

remained 10 due to a separate s-box for key-schedule. 

Hence, AES-32 is able to achieve higher throughput with 

small area.  

AES-32 can be operated in nearly same frequencies. The 

throughput of the design underlines the performance of the 

design. It is best among all the designs in the table. TPS 

(efficiency) data shows that the design is able to achieve 

the optimum utilization of FPGA resources. It presents 

maximum performance per unit resource among all the 

designs. A thorough comparison reflects that slightly more 

consumption of resources by the purposed design enables 

it to deliver best performance among all. It helps in 

delivering highest throughput and maximum TPS. The 

TPS results obtained by the AES-32 reflects the optimum 

utilization of resources of the FPGA along with best per 

slice performance. Use of BRAMS in the implementation 

has enabled the faster processing and low-resource 

consumption of the proposed design. Another reason for 

the optimum performance is the use of separate 

‘SubBytes’ for key-schedule has helped in delivering high 

throughput and exhibit low latency. It also consumes low 

resources which make it a suitable option for the different 

use cases in IoT such as smart buildings, smart lighting, 
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AC control and surveillance etc. Low latency makes it 

desirable for faster response applications such as smart-

grid applications. 

 

5 Conclusion and Future Work 

 

In this work, we have adapted AES-128 to AES-32 

employing data path compression strategy. Sharing the 

resources between encryption and decryption path, the 

LUTs requirement is minimized. Effective utilization of 

FPGA resources has led to further reduction in the number 

of slices and improvement in throughput over existing 

designs. AES-32 which is nearly 6.9 times smaller in 

comparison to loop- unrolled AES-128 is more suitable for 

small IoT devices. Utilizing five on-board block RAMs 

overall consumption of LUTs is remarkably reduced. It 

results in lesser slices requirements (223 slices for 

encryption) for AES implementation. The proposed design 

achieves a throughput of 3.2 Gbps on Spartan-3 device 

while it remains between 2.2 to 3.5 Gbps in other Xilinx 

FPGAs. Efficiency of the design also verifies the optimum 

utilization of the resources by the design. It ranges from 

1.75 Mbps – 7.8 Mbps per slice. High throughput and low 

resources make it a suitable option for the different use 

cases in IoT such as smart buildings, smart lighting, AC 

control and surveillance etc. Low latency may make it 

desirable for faster response applications such as smart-

grid applications. BRAMS are good way for resource 

reduction in FPGA. But its implementation in gates 

occupies large area. In future, effort will be on further 

reduction of slice consumption and developing more 

lightweight-ciphers for IoT applications.    
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