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Abstract: This study emphasizes the importance of facial expression recognition in identifying neurological problems in individuals with
limited verbal communication abilities. Current evaluation models are time-consuming and expensive, hindering medical professionals.
To address these limitations, we present an improved artificial neural network based on lyapunov stability theory (ANN-LST). By
combining these models, we tackle convergence issues while encountering overfitting problems with high-dimensional data, thereby
affecting prediction and analysis. Our approach employs principal component analysis (PCA) for feature reduction and extraction to
effectively solve overfitting problems. The proposed model was evaluated using the Japanese female facial expression (JAFFE) database
and the ahmad ilham simple face database (AIsFD) as our own database, with accuracy (ACC) as the evaluation metric. The results
demonstrate higher recognition rates and faster training speeds owing to the adaptive learning rate parameters and the extraction of
relevant feature information. The proposed system achieved a 13% higher success rate than face recognition systems using raw images
alone. Overall, this model represents a significant advancement and offers promising applications for facial expression recognition in
patients with neurological disorders.
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1. Introduction and RelatedWorks
Facial expressions play a crucial role in identifying and

understanding human emotions and mentality, as evidenced
by psychological research [1]. Language accounts for only
7% of human communication, whereas speech and facial
expressions account for 38% and 55%, respectively. Fa-
cial expressions, characterized by fleeting and involuntary
movements of facial muscles, provide genuine insight into
hidden emotions [2]. This significance extends to the field of
neuroscience in psychiatry, where facial expressions serve
as valuable tools for diagnostic and therapeutic approaches
targeting the dopaminergic system in patients with Parkin-
son’s disease [3] and psychiatric disorders [4]. Due to
the impact of dopaminergic dysfunction on physiological
processes, such as heart rate and body temperature, as well
as behavioral issues, such as anxiety and depression [4],
techniques for facial expression recognition have become
particularly valuable in understanding patients’ emotional

states. Automated expression detection has been widely
adopted in critical healthcare domains, including clinical
diagnosis of mental disorders, interrogation, interviews, and
lie detection [5]. Clinically, interpreting patients’ facial
expressions enables the comprehension of their genuine
emotions and facilitates the development of appropriate
therapeutic strategies to support the healing process of
patients with neurological disorders.

Extensive discussions and investigations have been con-
ducted on strategies for treating patients with neurolog-
ical disorders. Traditional approaches, including a two-
week interview period to observe changes in the patient’s
mood, cognition, and neurovegetative functions (such as
vasomotor-hyper sympathicotonia), have been implemented
[6]. Nevertheless, these strategies have demonstrated limited
success in managing patients with mild mental symptoms,
with over 20% of cases exhibiting non-response to standard
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interventions [7]. Moreover, technology has been explored
extensively, particularly in severe cases of mental illness,
through the introduction of Deep Brain Stimulation (DBS)
as a potentially effective diagnostic and treatment approach
for individuals with treatment-resistant depressive symp-
toms [8]. Additional strategies targeting severe depression
include pharmacological interventions, such as transcranial
magnetic stimulation and electroconvulsive therapy [9].
Notably, recent advancements have incorporated diverse
recovery processes to assess the severity of depression in
patients, considering the variability in emotional sensitivity
and reactivity, both of which can be evaluated through the
analysis of facial expressions [4].

However, recognizing emotions through facial expres-
sions poses a significant challenge for researchers in the
field of computer vision. This challenge arises because of
the brief duration of facial expressions, typically lasting
between 100 and 500 ms, and the subtle intensity of facial
muscle movements during these expressions, as individuals
often conceal their emotions and suppress their facial cues.
Moreover, only a subset of distinctive facial muscle move-
ments associated with facial expressions has been observed
[10]. As stated in [11], even experts in the field can identify
only five types of expressions with an accuracy as low as
47%. Consequently, there is a critical need to develop auto-
mated systems that can accurately detect facial expressions.
This need is particularly pressing in light of advancements
in non-face-to-face interview techniques leveraging artificial
intelligence [12], as well as the utilization of computer-
assisted interventions for mood disorders [13]. Hence, the
demand for precise techniques for gradually recognizing
facial expressions is steadily increasing.

Numerous studies have been conducted on automatic
facial analysis using various techniques to examine facial
expressions. These techniques include geometric features
[14], facial emotions [15], facial landmarks [16], the fa-
cial unit action system (FACS) [6], and various other
behavioral features such as the mouth and eye deforma-
tion [17], gaze direction [18], and pupil dilation [19].
These features possess inherent interpretative qualities and
exhibit a close relationship with mood, rendering them
potential biomarkers for diagnosing depression. Emotional
features, including smile intensity, anger, happiness, neu-
trality, disgust, contempt, and variability, have also received
extensive attention because of their statistical significance
in discerning differences in depression [5]. Additionally,
facial action units (FAUs) have been identified as robust
indicators of depression discrepancies [20]. Nonetheless, the
FAUs annotation process requires human judgment, which
introduces subjectivity in identifying and assessing certain
action units, thereby resulting in discrepancies between
different annotators [21]. In this study, we focused on the
FER techniques.

Artificial neural networks (ANN) are widely utilized in
facial expression recognition problems in facial emotion

techniques owing to their effective integration of statistical
and structural information, resulting in notable performance
advancements compared to rule-based systems [22]. How-
ever, during the training phase, challenges such as slow
convergence and frequent entrapment in the local minima
of the error performance surface often arise [23]. Various
models have been proposed to expedite convergence in
the training phase, including momentum terms, standard
optimization techniques, and adaptive learning rates (e.g.,
iterative least-squares, conjugate gradient, quasi-Newton,
and Levenberg–Marquardt) [24]. Despite their faster conver-
gence rates compared to traditional gradient-based ANNs,
these models encounter significant issues such as extensive
storage requirements, high memory demands, intricate com-
putational complexity, and reliance on heuristic knowledge
[24].

The Lyapunov stability theory (LST) [25] has garnered
considerable attention due to its reported ability to effec-
tively address the aforementioned issue by identifying the
global minimum point along the error performance sur-
face of an artificial neural network (ANN) through weight
coefficient updates, thereby achieving heightened stability.
The adaptive gain-ratio parameter is a critical factor that
influences the convergence rate. However, it is worth noting
that fixed values were assigned to the candidate Lyapunov
function and the adaptive gain-ratio parameter for this
model.

Despite the enhanced training speed achieved by the
utilization of ANN and LST (ANN-LST), the challenge
of overfitting arises in the handling of high-dimensional
data [26], [27], [28]. Overfitting arises because of the
excessive complexity of the ANN model, causing it to
closely adhere to the training data and subsequently perform
poorly in predicting unseen data, thereby posing difficulties
in stability analysis. To mitigate this, Principal Component
Analysis (PCA) can be employed [29]. PCA reduces high-
dimensional data to a lower-dimensional feature space by
calculating the eigenvalues and eigenvectors of the covari-
ance matrix.

The primary aim of this study was to reduce the
overfitting of high-dimensional data and enhance exercise
recognition speed through the utilization of PCA on an
ANN-LST. Through the application of PCA to reduce data
dimensionality, essential information can be preserved while
simultaneously reducing the occurrence of overfitting. Con-
sequently, the effectiveness and accuracy of the proposed
model were improved, making it more proficient and precise
in yielding results and accelerating the training process.

2. ProposedModel and System
The proposed model is illustrated in Fig. 1.

A. Data Gathering and Schematic Partition
First, we used the Japanese female facial expression

(JAFFE) database [30], which comprises 213 images por-
traying seven distinct expressions. Among these, six were
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Figure 1. Proposed model for facial expression recognition system
as a base for monitoring neurological disorders

considered fundamental facial expressions, while the re-
maining one represented a neutral facial expression. This
database encompasses images generated by ten Japanese
female models, each with a resolution of 256 × 256
pixels. To evaluate the emotional content of each image, 60
Japanese individuals assessed them using six adjectives de-
noting emotions. In this study, all images from the database
were preprocessed to obtain facial expression images with
normalized intensities, sizes, and shapes. Preprocessing
involved eliminating lighting and shading effects following
the methodology introduced in [31]. The initial step in
the preprocessing phase involves the automatic detection of
facial features, including the eyes, nose, and mouth, with
the objective of implementing histogram equalization to
eliminate lighting variations. The processed and resized data
samples are depicted in Figure 2, serving as the independent
variable used to examine the response of patients with
neurological disorders [32].

Second, we used our own database, named the Ahmad
Ilham Simple Face Database (AIsFD) [33]. This database
was created by capturing our own face using a 13-megapixel
camera on a Vivo 2007 mobile phone. We took pictures of
facial expressions while facing the camera, maintaining a

Figure 2. Facial expression samples from the JAFFE database

distance of 40 cm between the camera and the face. A total
of eleven images were collected, representing seven distinct
expressions: surprised (1), sad (1), afraid (2), happy (1),
disgust (2), angry (2), and neutral (2).

To comprehensively analyze the behavior of the pro-
posed model, we meticulously segmented it into four dis-
tinct experimental stages. Each stage involved altering the
composition of both the training and testing sets at various
levels to ensure rigorous evaluation. A schematic of data
partitioning for each experiment is presented in Table 1.

B. Face Detection and Pre-Processing
In the second stage, discrete wavelet transform (DWT)

[34] and principal component analysis (PCA) [35], [36]
were employed to extract and represent features from the
input database images.

The database image features were extracted using DWT,
a two-dimensional (2D) transform. This model encompasses
two essential functions: a low-pass filter and a high-pass
filter, which are employed to decompose the original image.
A low-pass filter generates an approximate image, whereas
a high-pass filter generates a detailed image. Based on
specific applications, an approximate image can be further
divided into deeper levels of approximation and detail. A
comprehensive description of the DWT process can be
found in [34]. Fig. 3 illustrates a two-level DWT applied to a
”happy” facial expression image from the JAFFE database.

Next, the relevant image features were represented using
PCA. This model was inspired by [35] and [34]. For in-
stance, a facial image, represented by a 2D matrix, exhibits
intensity values with a size of q×q. To facilitate the training
process of the ANN model, which serves as the classifier in
the face recognition system, the facial image was initially
converted into a 2-dimensional vector. Consequently, the
training set comprising q2 facial images can be defined as
Z = z1, z2, ...zp ⊂ ℜ

q2
×p, where each vector signifies a class

to be classified by the face recognition system. Fulfilling
this criterion establishes the initial prerequisite for defining
the covariance matrix of PCA, as presented in (1).

C =
1
p

p∑
i=1

Zi − Z̄ ∗ Zi − Z̄
T (1)
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TABLE I. Database partitioning schematic in each experiment

Experiments Training % Testing %

1 80 20
2 70 30
3 60 40
4 50 50

Figure 3. Feature extraction sample using DWT of “happy” face
expression image: (a) original image and (b) decomposed subimages

where 1
p
∑p

i=1 is the average image vector.

Subsequently, the eigenvalues and eigenvectors of the
covariance matrix C are computed, and a matrix r, con-
sisting of r eigenvectors associated with the largest eigen-
values, is defined as U = u1, u2, . . . , ur ∈ ℜ

q2×p (r < p).
The eigenface-based features of the original face image,
Z ⊂ ℜ2×p, will be used in the training process, which is
obtained by projecting onto the corresponding eigenface
space Z, as defined in (2).

X = UTZ (2)

If the system is tested with a new face image Znew, it
will be projected into the eigenface space as per Equation
(3).

Xnew = UT (znew − z̄) (3)

where Xnew represents the eigenface-based features of the
new image applied to the system for testing. For more
information on the PCA model, please refer to [35], [36].

C. Classification Model
At this stage, we adopted an artificial neural network

classification model based on the Lyapunov stability theory
(ANN-LST) proposed by [26] as a classification model.
The utilized ANN structure accounts for the input-output

relations fromℜn toℜm, where n and m represent the num-
ber of inputs and outputs, respectively. The M-dimensional
weight vector contains the weight coefficients wt (k) of the
ANN structure defined in (4).

wt(k) =


w(2,1)

t (k)
w(1,0)

1 (k)
...

w(1,0)
u (k)

 (4)

where u represents the number of neurons in the hidden
layers, M = u (n + 1) + (u + 1) and t = 1, 2, ...,m . The
equations of state and desired outputs of the ANN structure
are formulated in (5) and (6), respectively.

wt = w1 (k − 1) + vt (k) (5)

dt (k) = f (wt (k − 1)) + ct (k) (6)

where wt and dt (k) are expressions representing random
Gaussian processes with zero means.

Similar to the definitions provided above, the structure
of the ANN undergoes linearization. Therefore, the lin-
earized output of the ANN is formulated as Equation (7).
Comprehensive information can be found in Ref. [26].

ỹt (k) = hT
t (k) wt (k) (7)

where ht (k) is the column vector of the variable t obtained
from the Jacobian matrix in the linearization process. The
linearization process is formulated in (8).

ht(k) =



∂yt(k)
∂w(2,1)

t (k)
∂yt(k)
∂w(1,0)

1 (k)
...

∂yt(k)
∂w(1,0)

u (k)


=


G′
(
z(2,1)

t (k)
)

s(2,1)(k)
G′
(
z(2,1)

t (k)
)

w(2,1)
t,1 (k)F′1

(
z(1,0)

1 (k)
)

s(1,0)(k)
...

G′
(
z(2,1)

t (k)
)

w(2,1)
t,u (k)F′u

(
z(1,0)

u (k)
)

s(1,0)(k)

 (8)

where, G′
(
z(2,1)

t (k)
)
= 1−

(
z(2,1)

t (k)
)2

and F′u
(
z(1,0)

u (k)
)
=
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1 −
(
z(1,0)

u (k)
)2

are input vectors from the input layer to
the hidden layer where s(1,0)(k) is the input vector from
the hidden layer to the output layer. Functions z(1,0)

t (k) and
z(1,0)

u (k) are the summed outputs of each neuron, function
F() = .G() = .

(
1 − e−β(.)

)
is the hyperbolic tangent sigmoid

function, and F′(.) and G′(.) represent the derivatives of
functions F(.) and G(.).

After the linearization process, the function Vt (k) =
ak

t e2
t (k) (at > 1) will be chosen as the candidate Lyapunov

function for the output of the k-th ANN. Subsequently,
a constrained optimization problem is constructed using
the strict negativity condition of the LST, as a constraint
function formulated in (9).

Argmin
[
1
2
δwT

t δwt

]
sub jectto

(
ak

t e2
t (k) − ak−1

t e2
t (k − 1)

)
< 0,∀k

(9)

where δwt = wt(k)−wt(k − 1) and et(k) = dt(k)− hT
t (k)wt(k)

represent the error signals of the ANN. Due to the Lyapunov
stability of the optimization process, as determined by the
cost function formulated in (9), stability is always guaran-
teed. Solving Equation (9) using the Lagrange multiplier
theorem yields the following weight vector update rule for
the ANN, as formulated in (10).

wt (k) = wt (k − 1) +
1 − |et (k − 1)|

(at (k − 1))
k
2 at (k)

 at (k) (10)

where at(k) = dt(k) − hT
t (k)wt(k)wt(k − 1) and at (k) = 1 +

e2
t (k−1)
e2

t (k) represent the prediction errors and rate of adaptation
gain, respectively. We note that the updated adaptation gain
ratio at(k) depends on consecutive training error levels, thus
significantly improving the training process. This finding
was also reported in [26]. Additionally, this parameter is
set to at(0) > 1 to ensure the asymptotic convergence of
the Lyapunov training error et(k) is always achieved.

Furthermore, the potential singularity issue formulated
in (11) can be resolved by introducing an appropriately
small positive variable, denoted as λ, to maintain optimal
performance.

wt(k) = wt(k − 1) + ht(k)
λ+∥ht(k)∥2

×

(
1 − |et(k−1)|

λ+(at(k−1))
k
2 |at(k)|

)
at(k)

(11)

D. Model Evaluation
To evaluate the model, the accuracy score is formulated

in Eq. (12).

ACC =
T P + T N

T P + FP + FN + T N
(12)

3. Results and Discussion
All models were executed on a 2.5 GHz Intel Core i5

Dual-Core CPU with 16 GB of RAM and were simulated
using Python 3.10.6, which incorporates several modules
for accuracy calculation and visualization, such as SciKit-
Learn, Matplotlib, and Seaborn. Additionally, Pandas was
utilized for database processing, and NumPy handled scien-
tific calculations. Python was used to construct the sample
application system.

To ensure a fair comparison, we set specific parameters
as follows: (i) The adaptation gain of the proposed face
recognition system ANN algorithms was set to 0, while
the adaptation gain of the other ANN algorithms was set
to 1.01. (ii) The initial value of the error signal for both
ANN algorithms was set to 0. (iii) The learning rate of the
gradient-based ANN model was set to 0.95.

In the experimental tables, the highlighted bold values
indicate good performance, while non-bold values indicate
poor performance.

Tables 2, 3, 4, and 5 present the results of the experi-
ments (Exp. 1, 2, 3, and 4). As shown in Tables 2, 3, 4, and
5, the proposed model exhibited outstanding performance
across all PCA features. Specifically, when utilizing 40
features out of all available, the proposed model achieved
the highest performance compared to the other models, with
accuracy values of 90.00% in Exp. 1, 92.01% in Exp. 2,
89.62% in Exp. 3, and 84.12% in Exp. 4.

Tables 2, 3, 4, and 5 present the results of the four
experiments, highlighting the optimal PCA feature count
as 40. This finding serves as the basis for analyzing its
impact on the model’s training cycle speed. In this study,
we investigated the effects of different cycle values ranging
from 10 to 210 while using 40 features as a reference.
Determining the ideal cycle value for adjusting the model’s
cycle configuration during training is a topic of ongoing
debate in the literature. Therefore, in this study, we adopted
a trial-and-error approach.

Figure 4 displays the experimental outcomes, showing
that our proposed model achieved a significantly low recog-
nition error rate of 0.101 with 30 cycles during training.
This represents a 1% improvement compared to ANN+LST-
adaptive [26], a 2% improvement over ANN+LST-non-
adaptive [37], a 3% improvement over BP-adaptive, and
a 5% improvement over the BP-non-adaptive model. The
mean squared error (MSE) values for the three comparative
models were 0.270, 0.310, 0.401, and 0.618, respectively.

These results indicate that implementing PCA as a fea-
ture extraction technique is sufficient to mitigate overfitting
in the ANN+LST-adaptive model. The model’s robustness
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TABLE II. Model comparison of testing recognition rate in Exp. 1

Number of features Testing recognition rate: 20%
BP-

non-adaptive
(η = 0.95)

BP-
adaptive
(η = 0.95)

ANN+LST-
non-adaptive

[37] (at = 101)

ANN+LST-
adaptive [26]

(at = 101)

Proposed model
(at = 101)

20 68.30 75.64 73.63 77.31 85.13
40 76.54 84.31 80.19 86.03 90.00
60 79.12 85.00 81.26 85.63 85.97
80 78.49 81.45 82.15 85.17 88.32
100 76.18 80.12 75.13 81.39 88.49
120 75.43 80.00 72.00 80.42 88.16
180 75.89 79.89 61.42 75.51 86.73
240 74.75 79.38 60.19 72.11 85.60

TABLE III. Model comparison of testing recognition rate in Exp. 2

Number of features Testing recognition rate: 30%
BP-

non-adaptive
(η = 0.95)

BP-
adaptive
(η = 0.95)

ANN+LST-
non-adaptive

[37] (at = 101)

ANN+LST-
adaptive [26]

(at = 101)

Proposed model
(at = 101)

20 62.13 74.89 76.13 79.66 84.60
40 74.14 81.21 82.19 86.91 92.01
60 72.29 82.00 83.17 84.92 87.16
80 73.91 82.41 83.24 84.31 87.82
100 77.96 74.12 74.24 82.79 89.12
120 78.81 80.00 76.11 79.94 84.71
180 74.32 78.19 70.19 77.75 85.12
240 76.51 79.18 69.26 80.13 86.16

TABLE IV. Model comparison of testing recognition rate in Exp. 3

Number of features Testing recognition rate: 40%
BP-

non-adaptive
(η = 0.95)

BP-
adaptive
(η = 0.95)

ANN+LST-
non-adaptive

[37] (at = 101)

ANN+LST-
adaptive [26]

(at = 101)

Proposed model
(at = 101)

20 60.62 70.1 74.16 78.93 84.11
40 69.45 72.39 78.92 80.42 89.62
60 73.23 80.1 80.12 80.79 82.17
80 75.93 79.45 79.81 80.11 81.63
100 72.28 76.23 72.32 82.73 85.32
120 71.3 70.71 71.08 78.55 86.47
180 70.19 75.19 71.42 77.94 82.35
240 72.75 74. 83 58.43 79.44 82.07
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TABLE V. Model comparison of testing recognition rate in Exp. 4

Number of features Testing recognition rate: 50%
BP-

non-adaptive
(η = 0.95)

BP-
adaptive
(η = 0.95)

ANN+LST-
non-adaptive

[37] (at = 101)

ANN+LST-
adaptive [26]

(at = 101)

Proposed model
(at = 101)

20 60.11 69.66 70.52 74.10 80.11
40 68.04 70.82 75.12 76.17 84.12
60 71.56 78.42 80.02 81.09 82.98
80 74.19 73.81 74.32 78.33 80.11
100 70.48 73.11 70.41 77.81 83.53
120 70.15 70.02 70.08 75.35 82.21
180 70.04 73.52 71.38 72.23 80.61
240 70.91 72. 11 52.21 72.95 82.14

Figure 4. Comparison of the training recognition error rate in 40
features PCA on the JAFFE database

against overfitting can be attributed to the accurate represen-
tation of the true data distribution in the training database.
Geometrically, this implies that all non-zero regions of the
true (unknown) data distribution contain a corresponding
number of training data points, which is typically a charac-
teristic of a well-structured database.

Based on the experimental results obtained from the
JAFFE database, we recommend using PCA in ANN+LST-
based adaptive learning for high-dimensional databases.

To evaluate the effectiveness of the proposed model,
we conducted tests on a facial expression recognition sys-
tem using expression image data, both separately and in
real-time. The results are presented in Tables 6 and 7.
Table 6 demonstrates that the proposed model achieves
superior accuracy when compared to the ANN+LST-non-
adaptive [37] and ANN+LST-adaptive [26] models. For
nearly all randomly selected facial expression labels, the
proposed model achieves high accuracy rates: 85.91%
for ”Neutral,” 88.21% for ”Sad,” 82.63% for ”Surprise,”
86.13% for ”Fear,” 89.82% for ”Happy,” and 83.04% for
”Angry.” The only exception is the ”Disgust” expression,
where ANN+LST-adaptive outperforms both ANN+LST-

non-adaptive and the proposed model. This can be attributed
to the fact that ANN models generally require substantial
training data to achieve optimal results. The use of more
training data enables the neural network to effectively learn
and comprehend patterns within the data, thereby allowing
it to capture the variations and complexities inherent in the
database.

Table 7 presents the novel findings regarding real-time
data usage. Adaptive-based models, including ANN + LST-
adaptive [26] and the proposed model, exhibit significant
improvements compared with experiments conducted on the
JAFFE database. The average accuracy increased to 83.18%
and 88.71% for the aforementioned models. Conversely,
non-adaptive models such as ANN+LST-non-adaptive [37]
experience a substantial decrease in average accuracy, Drop-
ping to 71.80%, as depicted in Table 6. These results corrob-
orate the findings of previous studies conducted by [36] and
[29], which emphasized the enhanced performance achieved
through the integration of feature extraction techniques
using PCA and conventional machine learning models in
facial expression recognition. Thus, this study provides
additional empirical evidence to support the notion that
the integration of robust feature extraction techniques can
enhance the performance of the proposed face recognition
system based on an adaptive model.

Moreover, the proposed facial expression recognition
system is illustrated in Fig. 5 with two examples. In
Fig. 5(a), the actual facial expression is ’Happy,’ and the
suggested model accurately predicts it. Conversely, in Fig.
5(b), the actual expression is ’Angry’, while the predicted
label based on JAFFE labels is ’Sad’.

4. Conclusions and FutureWork
This study presents a novel approach that can be used

to identify the expression and mentality of patients with
neurological disorders, especially those with limited ver-
bal communication skills. It is well known that current
evaluation models have time and cost limitations that may
hinder medical professionals from providing treatment. In
this study, we successfully integrated PCA and ANN+LST-
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TABLE VI. Comparison proposed model and previews studies for each randomly selected sample image expression from JAFFE

Sample
Images Descriptions Predicted Expression (ACC %)

ANN+LST-Non-Adaptive [37] ANN+LST- adaptive [26] Proposed Model

Neutral 76.83 80.14 85.91

Sad 76.53 79.85 88.21

Surprise 78.18 81.42 82.63

Fear 74.08 79.64 86.13

Happy 78.62 83.50 89.82

Disgust 73.14 85.22 81.53

Angry 71.06 76.60 83.04
Average 75.49 80.91 85.32

Figure 5. Proposed system interface. (a) Correct recognition predicted; (b) Incorrect recognition predicted
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TABLE VII. Comparison proposed model and previews studies for each sample image expression for real-time image testing

Sample
Images Descriptions Predicted Expression (ACC %)

ANN+LST-Non-Adaptive [37] ANN+LST- adaptive [26] Proposed Model

Neutral 71.83 82.11 87.62

Sad 69.75 80.24 89.19

Surprise 74.33 82.11 87.37

Fear 70.88 83.58 88.51

Happy 73.49 85.14 89.97

Disgust 71.52 89.43 89.71

Angry 70.81 79.62 88.58
Average 71.80 83.18 88.71

adaptive models. The findings of this study showed excel-
lent results. PCA effectively mitigates the high-dimensional
data problem by selecting relevant features, thereby over-
coming convergence challenges and minimizing the impact
of overfitting on ANN+LST-adaptive. The results demon-
strated excellent accuracy compared to the other models
used in the experiments. We also tested the model on sys-
tems with separate and real-time databases, and the results
were quite promising compared to those of previous models.
Therefore, it can be concluded that PCA can enhance the
ANN+LST-adaptive model, which can be applied in FER
systems.

For future research, we are currently working on another
study to integrate VGG-16 as a pre-train on ANN+LST-
adaptive for extracting informative features from an input
image database, with the aim of improving FER accuracy.
We will test this approach not only on the JAFFE database
but also on several other databases, including RaFD [38],
MUG [39], TFEID [40], FER2013 [41], and CK+ [42].
In future studies, we may utilize real data from patients
with neurological disorders, as we are currently preparing a
research funding proposal focused on collecting databases
directly from patients in psychiatric hospitals. To the best of

our knowledge, there is no similar database derived directly
from patients.
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