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Abstract: Textile industry is one of the noticeable contributors to our nation’s growth. The quality control procedures in textile
production primarily involves the defect detection process. For detecting the defects in complex fabric textures, proper construction of
sparse representation is needed. Existing fabric defect detection methods are incapable of detecting defects in more than one type of
fabric and have increased detection time while missing few defects. In this paper, dictionary learning is proposed which is used to learn
the sparse representation of complex data. Three types of greedy algorithms OMP, ROMP and STOMP are used for sparse representation
and the results are compared based on computational speed and accuracy. The experimental results indicate that the STOMP algorithm
gives accurate and precise results with lesser time consumption. STOMP achieves 99.3% reduction in time consumption compared to
OMP and 97.7% reduction in time consumption compared to ROMP. Also, if ROMP and STOMP are used for signal recovery, the
formulation of joint matrix is not essential resulting in reduced computational complexity.
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1. Introduction
In today’s modern industrial world, discovery of defects

in fabrics is a challenging task. Defects in fabric are a
primary concern that would lead to considerable loss in
profit and reduces the export revenue. It can also affect
the quality of the product, due to which large amount of
resource will be wasted. Existing fabric defect detection
methods are incapable of detecting defects in more than
one type of fabric and have increased detection time while
missing few defects. In textile industry, automatic defect
detection is very essential to ensure the textile quality to
increase productivity with lesser investment.

2. Literature Survey
Quality of textile is one of the important aspects of the

textile industry. Automated inspection system is required
to maintain the quality of fabric. The detection system
can be implemented through deep learning [1], [2], [3],
[4], [5], [6], [7], [8], spectral estimation [9], vision [10],
[11], [12], [13], and dictionary, [14] [15] based learning
strategies. Boshan Shi et al. proposed a decomposition
model with gradient information and noise regularization
(G-NLR) to determine the edge position of the image[16].
It is designed to control the smoothing factors in different
image regions, identify and highlight the edges. Huosheng
Xie et al. proposed an image pyramid and direction template
based defect detection method based on [17]. The direction
template is introduced to reduce the false detection rate

of defective image blocks. Hong Wei Zhang et al. pro-
posed a method based on YOLOV2 for yarn-dyed fabric
defect automatic localization and classification to reduce
the labour cost involved in the manual extraction of image
features[18].Efficient fabric defect detection was proposed
using YOLOV5 with squeeze and excitation module [19].
Diazhong Peng et al. proposed a method to detect the defect
to grab a cloth image in a weaving circle machine[20]. It
can detect spots, holes and line defects. Jingmiao Zhang
et al. proposed the digital image recognition technology to
identify the fabric defect for textile industries[21]. Le Tong
et al. proposed, a fabric inspection model, which comprises
of image pre-processing techniques, image restoration and
thresholding processes[22]. Wenming Gui et al. proposed
a method of defect detection using learned dictionary by
K-SVD. The process is divided into three stages: pre-
processing, reduction and peak-picking. Sparse representa-
tion is used based on matching pursuit (MP) algorithm[23].
Hemant S.Goklani et al. proposed an image reconstruction
using orthogonal matching pursuit (OMP) algorithm in the
presence of noise[24]. In each iteration the column that is
most strongly correlated with the residue is chosen and the
least square method is used to reduce the error involved.
G. Sun et al. proposed K-SVD based multiple description
image coding (MDC)[25]. It partitioned the source into
multiple bit streams and transmitted them through different
channels respectively. Z. Liu et al. proposed an image in
painting algorithm based on K-SVD and improved curvature
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Figure 1. Adaptive Defect Detection Framework

driven diffusion (CDD) technology[26]. It enhanced the
visual coherence of the restored area. N. Karami et. al.
proposed a method for detection of diabetic retinopathy in
colour fundus images by K-SVD[27]. Yuanyuan Xiang et
al. proposed a new tire defect detection algorithm based on
dictionary representation[28]. Defect regions were detected
by comparing the distributions of representation coefficients
of it with the defect free ones.

All the methods used in the existing system generally
fail to detect different types of defect for various types
of fabric textures. Hence, the dictionary learning based
detection is proposed, which shows good universality and
adaptability and it can overcome the drawbacks faced in the
existing system.

3. Dictionary Learning BasedAdaptive FabricDefectDe-
tection

An adaptive fabric defect detection is proposed to detect
various categories of defects of different fabric textures.
This framework is developed using a dictionary learning
algorithm. This framework of defect detection algorithm
involves three stages as described below:

1) Dictionary learning stage - defect free sample images
are used in this stage to learn a dictionary.

2) Reconstruction stage - sparse coefficients of the
defective image are generated using the dictionary
learnt in the previous stage, which is followed by
constructing a reconstruction error matrix for the
defective image.

3) Testing and Marking stage - difference between the
defective and the reconstructed image is determined.

Segmentation thresholding is used to obtain the defective
window sequence. The defective part of the image is marked
finally. The methodology of the whole process is shown in
Fig 1.

Figure 2. Image Joint Matrix

A. Dictionary learning stage
Pre-processing

The defect-free images have to be pre-processed before
dictionary learning to improve the accuracy of defect detec-
tion. Averaged image is obtained by taking the average val-
ues for each pixel. After averaging, the image is reshaped,
and mean filtering is applied.
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Image joint matrix

It is important to obtain a more balanced image and to
enhance the accuracy of the detection as the complexity of
fabric texture and the degree of brightness/darkness of the
background varies. Thus, the defect free image is segmented
in accordance with a certain size and an image joint matrix
is obtained. The work flow to obtain the image joint matrix
is shown in Fig 2.

Sparse representation

Sparse representation matrix needs a special algorithm
to implement it. It represents the image in matrix format
which is used to reduce the unwanted processing of the
pixel values. For obtaining the sparse representation three
types of greedy algorithms namely, Orthogonal Matching
Pursuit (OMP), Stagewise Orthogonal Matching Pursuit
(STOMP) and Rapid Orthogonal Matching Pursuit (ROMP)
are compared based on its performances[29].

In OMP, the corresponding column from the measure-
ment matrix is taken to calculate sparse signal. The largest
correlation magnitude with the residual signal is chosen at
each iteration. Then, the generated columns are appended,

and the sub-matrix is formulated in each iteration. The
pseudo inverse of matrix is calculated to obtain the sparse
signal representation. Then finally the residue is updated.
The process of OMP algorithm is shown in Algorithm 1.

In ROMP, multiple predefined number of columns from
the measurement matrix is taken at each iteration. The
resultant correlated value returns binary Boolean values.
The value 1 represents the atom selected and the value
0 represents the atom not selected for representation. The
process of ROMP algorithm is shown in Algorithm 2.

STOMP selects multiple atoms simultaneously at each
iteration. The product values in the sensor matrix which
exceed the threshold value are selected as a support set. To
obtain the sparse representation, the least square problem
is solved. The process of STOMP algorithm is shown in
Algorithm 3.

Dictionary learning

The dictionary updation framework is shown in Fig 3.
K-SVD is a dictionary learning algorithm used to create
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Figure 3. Dictionary update - Frame

a dictionary for sparse representation through SVD[30].
It is a generalization of K-means clustering method. It is
an unsupervised learning algorithm. It needs less number
of iterations than other methods. The process of KSVD
Algorithm is shown in Algorithm 4 which is used for
dictionary learning.

B. Reconstruction stage
Reconstruction stage helps to increase the accuracy

of defect detection. Testing images are pre-processed and
reshaped. Updated dictionary from previous stage is used
to get sparse coefficient of test image. By using this sparse
representation of the test image and the updated dictionary,

TABLE I. Type of Fabrics and Defects

Fabric Types Defect Types Defect Defect
free

Raw Fabric Holes 20 50
Yarn-dyed Fabric Object on the sur-

face error
20 50

Patterned Fabric
(Box)

Holes 20 50

Patterned Fabric
(Star)

Holes 20 50

TABLE II. Parameters Used

Input Dimensions/Values

Training image (P×Q) 512×768
Pre-processed training image
(M×M)

256×256

Test image (P×Q) 512×768
Pre-processed test image
(M×M)

256×256

No. of dictionary atom (K)(for
raw and yarn fabric)

8

No. of dictionary atom (K)(for
star and box fabric)

20

Dictionary (M×K) 256×8, 256×20
No of iterations(t) 100
Block size(x×y) 32×32
Image joint matrix(R×L) 1024×64

reconstruction matrix is obtained [31].

C. Testing and Marking stage
The texture and background information are obtained

from the reconstructed image of the second stage. However,
it cannot fully represent the defective area of the tested
image. Therefore reconstruction error image is generated
to improve the effect of defect detection significantly by
enhancing the abnormal points. A reconstructed error image
is generated by subtracting the reconstruction matrix from
the test image. Then by the use of threshold segmentation
the defective part of image is marked appropriately.

4. Experimental Results And Discussion
The TILDA database, which contains 8 different textile

types of fabric with 7 error classes is used for simulation.
Each error class contains 50 TIF images (512 ×768). The
type of fabric and the defect types considered for this are
shown in Table. I

The parameters used for the defect detection process is
shown in Table II.

The parameters used for the evaluation of the defect
detection process are as follows,

Detection success rate (DSR): It is given by the ratio
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of correct predictions over the total number of instances
evaluated.

Detection Success Rate =
T P + T N

T P + FP + T N + FN

Precision: Considering a positive class, it measures the
positive patterns that are correctly predicted among the total
predicted patterns.

Precision =
T P

T P + FP

Recall: Considering all classes, it measures the fraction
of positive patterns that are correctly classified.

Recall =
T P

T P + FN

F1-measure: Metric represents the harmonic mean be-
tween precision and recall.

Precision =
2 ∗ Precision ∗ Recall

Precision + Recall

Timetaken: Time taken for updating the dictionary.

where TP is true positive, which is the accuracy of the
defect detection, FP is false positive, which is the prediction
of normal texture erroneously as defect, TN is true negative,
which is normal texture detected rightly, and FN is false
negative, which is predicted as no defect thus missing the
defect in fabric part.

A. Results obtained for Raw fabric
After defect detection, the binary form of the test image

is compared with the corresponding ground truth. By using
the values of FP TP, FN and TN, the metrics such as
precision, recall, F1-measure, and accuracy are tabulated
for raw fabric in Table III.

Averaged results of raw fabric are shown in Table IV.
STOMP gives better performance in defect detection than
OMP and ROMP with lesser time consumption. STOMP
without image joint matrix shows superior results than
STOMP with image joint matrix.

The resultant graph for raw fabric for various sparse
representation algorithms is shown in Fig 4.

B. Results obtained for Yarn fabric
In raw fabric very minute defect is taken and processed.

In yarn fabric big size defects are taken and processed for
tabulation to make it evident that the proposed algorithm can
work well for all the types of defects with varying size and
different defect types. The evaluation metrics are tabulated
for Yarn fabric in Table V.

TABLE III. Results of Raw Fabric

Type Without image
joint matrix

With image
joint matrix

Defective
Image

Defect marked
image

Ground truth
image
Accuracy 99 99
Precision 88 94
Recall 60 80
F1-measure 75 85
Time Taken (s) 0.0250 0.0200

TABLE IV. Averaged Result for Raw Fabric

Raw Fabric Accu
-
racy

Preci
-
sion

Recall F1-
meas
- ure

Time
Taken
(s)

OMP without
image joint
matrix

99 81.85 35 45.25 0.0236

OMP with
image joint
matrix

99 82.45 48.5 54.65 0.0201

R-OMP
without
image joint
matrix

97.1 81.85 51.3 60.35 0.0061

R-OMP with
image joint
matrix

99 84.65 46.25 55 0.0149

STOMP
without
image joint
matrix

99 95.45 55.85 65.6 0.0004

STOMP with
image joint
matrix

99 95.35 54.45 65.4 0.0004

https:// journal.uob.edu.bh

https://journal.uob.edu.bh


774 Subashini R, et al.: Dictionary Learning Based Adaptive Defect Detection In Complex Fabric Textures

Figure 4. Time taken by various sparse representation algorithms for
raw fabric

TABLE V. Results of Yarn Fabric

Type Without image
joint matrix

With image joint
matrix

Defective
Image

Defect
marked
image

Ground
truth
image
Accuracy 99 99
Precision 93 96
Recall 25 41
F1-
measure

39 57

Time
Taken
(s)

0.0336 0.0264

TABLE VI. Averaged Result for Yarn Fabric

Raw Fabric Accu
-
racy

Preci
-
sion

Recall F1-
meas
- ure

Time
Taken
(s)

OMP without
image joint
matrix

99 92.25 42.1 58.5 0.0286

OMP with
image joint
matrix

99 96.5 53.1 66.05 0.0257

R-OMP
without
image joint
matrix

99 94.25 58.6 67.05 0.0072

R-OMP with
image joint
matrix

99 90.7 56.6 69.95 0.0146

STOMP
without
image joint
matrix

99 93.8 67.05 76.75 0.0002

STOMP with
image joint
matrix

99 90.65 66.8 75.05 0.0002

Figure 5. Time taken by various sparse representation algorithms for
yarn fabric

Averaged results of yarn fabric are shown in Table VI.
STOMP gives better performance in defect detection than
OMP and ROMP with lesser time consumption. STOMP
without image joint matrix shows superior results than
STOMP with image joint matrix.

The resultant graph for yarn fabric for various sparse
representation algorithms is shown in Fig 5. For yarn fabric,
by comparing all the algorithm STOMP without image joint
matrix gives overall better performance. The time taken for
raw fabric shows STOMP has less time consumption with
high accuracy. Both with and without image joint matrix
perform the same result.

C. Results obtained for Box Patterned fabric
Patterned fabric are more complex than raw fabric and

yarn fabric. Due to its complexity, it is very difficult to
distinguish the defect from the background. In patterned
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TABLE VII. Results of Box Fabric

Type Without image
joint matrix

With image
joint matrix

Defective
Image

Defect marked
image

Ground truth
image
Accuracy 99 99
Precision 85 85
Recall 55 55
F1-measure 67 67
Time Taken (s) 0.0002 0.0001

Figure 6. Time taken by various sparse representation algorithms for
box fabric

fabric two types of fabric are tested here. It includes
box patterned fabric and star patterned fabric. After defect
detection, a comparison is made between the binary form of
test image and the ground truth image, and the evaluation
metrics are obtained and tabulated for box fabric in Table
VII.

Averaged results of box fabric are shown in Table VIII.
STOMP gives better performance in defect detection than
OMP and ROMP with less time consumption. STOMP
without image joint matrix shows superior results than
STOMP with image joint matrix. The time taken by various
sparse representation algorithms for box fabric is shown in
Fig 6. For box fabric, by comparing all these algorithm

TABLE VIII. Averaged Result for Box Patterened Fabric

Raw Fabric Accu
-
racy

Preci
-
sion

Recall F1-
meas
- ure

Time
Taken
(s)

OMP without
image joint
matrix

99 53.75 20.5 28 0.1373

OMP with
image joint
matrix

99 79.35 26.3 38.15 0.0480

R-OMP
without
image joint
matrix

99 81.4 30.9 41.5 0.0111

R-OMP with
image joint
matrix

99 60.85 21.15 29.45 0.0179

STOMP
without
image joint
matrix

99 77.7 37.75 45.1 0.0002

STOMP with
image joint
matrix

99 77.65 37.35 44.8 0.0002

STOMP without image joint matrix gives overall better
performance. The time taken for box fabric shows STOMP
has lesser time consumption with high accuracy. Both with
and without image joint matrix produces similar result. For
box fabric, ROMP without image joint matrix performs well
which is nearer to STOMP but lower than STOMP.

D. Results obtained for Star Patterned fabric
After defect detection, the binary form of test image is

matched with the ground truth image and the performance
metrics are evaluated for star fabric, which is shown in Table
IX.

Averaged results of star fabric are shown in Table X.
STOMP gives better performance in defect detection than
OMP and ROMP with less time consumption. STOMP
without image joint matrix shows superior results than
STOMP with image joint matrix.

The time taken by various sparse representation algo-
rithms for star fabric is shown in Fig 7. For star fabric, by
comparing all these algorithm STOMP without image joint
matrix gives overall better performance. The time taken for
raw fabric shows STOMP has less time consumption with
high accuracy. Both with and without image joint matrix
produce similar results.

The differences between OMP, ROMP & STOMP are
shown in Table XI.

The difference between all the methods showed that the
computation time of STOMP is lesser with high accuracy.

https:// journal.uob.edu.bh

https://journal.uob.edu.bh


776 Subashini R, et al.: Dictionary Learning Based Adaptive Defect Detection In Complex Fabric Textures

TABLE IX. Results of Star Fabric

Type Without image
joint matrix

With image
joint matrix

Defective
Image

Defect marked
image

Ground truth
image
Accuracy 99 99
Precision 99 99
Recall 59 58
F1-measure 74 74
Time Taken (s) 0.0002 0.0001

Figure 7. Time taken by various sparse representation algorithms for
star fabric

STOMP achieves 99.3% reduction in time consumption
compared to OMP and 97.7% reduction in time consump-
tion compared to ROMP. Inclusion of image joint matrix
improves the detection result of OMP but still less than
ROMP and STOMP. In ROMP, image joint matrix degrades
the detection result however it is higher than OMP. STOMP
is not affected by image joint matrix. It is superior to other
methods. Also, if ROMP and STOMP are used for signal
recovery, the formulation of joint matrix is not essential as
in [13] which used only OMP as the recovery algorithm.
This would reduce the computational complexity involved.

TABLE X. Averaged Result for Star Patterened Fabric

Raw Fabric Accur
- acy

Preci
-
sion

Recall F1-
meas
- ure

Time
Taken
(s)

OMP without
image joint
matrix

99 75.8 30.95 41.8 0.0770

OMP with
image joint
matrix

99 89.65 36.45 53.75 0.0562

R-OMP
without
image joint
matrix

99 91.2 37.85 52.65 0.0093

R-OMP with
image joint
matrix

99 77.5 29.85 42.1 0.0187

STOMP
without
image joint
matrix

99 96.85 43.85 58.65 0.0002

STOMP with
image joint
matrix

99 96.8 43.8 58.65 0.0002

TABLE XI. Comparison of OMP, ROMP and STOMP

Parameter OMP ROMP STOMP

Computation
time

Slower Fast Very Fast

Average
time taken
(s)

0.01 to 0.02 0.003 to
0.006

0.0003 to
0.0001

Accuracy Low High Very High
Image
joint
Matrix
[13]

Achieves
improve-
ment but
still lesser
than ROMP
& STOMP

Works
well even
without
image joint
matrix,
better result
than OMP,
but still
slower than
STOMP

Achieves
accurate
and fast
result than
OMP and
ROMP even
without
image joint
matrix

5. Conclusion
The proposed defect detection framework developed

using dictionary learning approach makes the image more
balanced, which can detect the defective portion of the
image accurately. Compared to other methods the size of
dictionary used for defect detection is much smaller which
can also be the reason for saving the detection time and in
addition it can also improve the adaptability by detecting
various types of defects of different fabric types. K-SVD
algorithm is used to update the dictionary. This updated
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dictionary is used to reconstruct the test image to form
the reconstruction matrix. The reconstruction error image
is generated in which the abnormal points are enhanced,
and the effect of defect detection improves effectively. By
threshold segmentation the defective part of the image is
marked. The results show that STOMP is superior to other
algorithms with lesser time consumption.
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