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Abstract: Cowhide plays a significant role in Indonesia's culinary, leather industries and caters to the preferences of a predominantly 

Muslim population that strongly emphasizes halal products. Regulatory authorities must comprehensively understand its characteristics 

to provide halal assurance to the diverse entities within Indonesia's leather industry effectively. This study employs unsupervised 

learning methods, specifically K-Means and Hierarchical clustering algorithms to analyze a dataset comprising 100 Cowhide The Small 

and Medium Enterprises (SMEs) Industries located in Garut Regency, West Java Province, Indonesia. This dataset encompasses 62 

features that enable the clustering of cowhide industries based on halal risk factors. Experimental results indicate that the optimal 

number of clusters is m=4. The K-Means algorithm outperforms the Hierarchical clustering algorithm with a higher average silhouette 

score of 0.59 compared to 0.31 indicating its superior performance. Furthermore, the K-Means algorithm demonstrates exceptional 

stability in clustering the data, making it a robust choice for this analysis. The clustering outcomes of the Cowhide SMEs Industry 

provide valuable insights into the industry's characteristics, facilitating the efficient implementation of halal assurance measures. These 

findings hold substantial implications for the halal certification and assistance processes within the leather industry in Indonesia. 

 

Keywords: K-means clustering, Hierarchical clustering, Cowhide, Leather Industries, SMEs, Halal 

1. INTRODUCTION 

Halal businesses have gained widespread popularity 

across various sectors, ranging from food and beverages to 

pharmaceuticals, cosmetics, tourism, finance, and even 

fashion [1]. In Indonesia, leather especially cowhide 

serves a dual purpose as a food source and a raw material 

for leather products [2]. These two categories of products 

are highly susceptible to halal-related issues, especially for 

companies that produce both types of products within a 

single production unit. The top layer of cowhide is utilized 

for craft products, while the inner layer is employed for 

cracker products. Given the importance of ensuring that 

cowhide-based food products are free from non-halal 

materials such as pigskin or skin from other proscribed by 

Islamic law, producers of cowhide-based crafts must 

adhere to strict halal material guidelines. The persistent 

circulation of cowhide-based products made from pigskin 

in Indonesia poses a significant threat to the sustainability 

of these products. Consequently, it is important to verify 

the halal status of these products, including those within 

the cowhide industry, by implementing a robust halal 

assurance system. The Indonesian government has 

expressed its concern by enacting Law No. 33 of 2014, 

which mandates halal product assurance for all products 

distributed in Indonesia, both food and non-food. 

Based on prior investigations, the leather industry 

encompasses a multifaceted business process that begins 

with slaughtering animals and is followed by separating 

hides. It culminates in the tanning process during leather 

manufacturing and ultimately produces leather sheets, as 

illustrated in Figure 1. The Small and Medium Enterprises 

(SMEs) specializing in leather crafting process the leather 

to create various leather goods that are eventually 

distributed to consumers. The involvement of these 

business players (SMEs) across the supply chain 

represents a strategic approach to supply chain 

management. Elevating product quality standards within 
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each SME is achievable by identifying risks, particularly 

halal-related risks, within these enterprises. One critical 

risk to address is the halal risk, ensuring consumers feel 

secure and comfortable using halal leather goods. 

Therefore, the identification of halal supply chain risks is 

essential for SMEs. 

 

Consumer Leather craftsman

Slaughterhouse Tanning industry

 

Figure 1.  The previous investigation on the ideal supply chain 
within the leather industry 

The assessment of halal compliance for leather craft 

products differs from that for cowhide-based food 

products. According to [3], the origin of the leather and the 

tanning process are the two primary factors determining 

the halal status of leather crafts. These factors are closely 

related to the significant halal integrity risks identified by 

[4], which encompass the status of raw materials, 

processing methods, wholesomeness, and shared facilities 

for halal and non-halal products. Previous research has 

predominantly focused on identifying and managing halal 

risks in various contexts, such as the red meat industry [5] 

or the frozen food industry [6]. This study uses 

unsupervised learning approaches to cluster leather 

industries based on halal risk factors. 

The clustering of leather SMEs industries serves as a 

means to gain insights into the characteristics of this 

sector. Industries that are clustered together are deemed to 

share similar characteristics. Traditional statistical risk 

assessment is considered inefficient when applied to 

extensive data rows and columns [7]. Consequently, 

competent authorities can efficiently provide halal 

assistance by identifying high-risk industries that do not 

adhere to halal principles in their production. 

Machine learning has witnessed significant utilization 

across various domains for analyzing extensive datasets at 

risk [7]. Informatics and statistical analysis through 

machine learning have become popular approaches for 

solving specific trained problems. Studies have employed 

machine learning techniques to address halal-related 

issues as per the existing literature. For instance, two 

studies have conducted sentiment analysis of halal 

products using Twitter data [8], [9], while deep learning 

methods have been employed to detect non-halal 

ingredients in food [10]. However, these studies primarily 

utilize supervised learning methods. Supervised learning, 

although effective, poses challenges when applied to 

unlabeled data, such as data from questionnaires in the 

cowhide research industry in the Garut Regency. 

Conversely, unsupervised learning techniques are well-

suited for handling unlabeled data. 

One widely used unsupervised learning method is 

clustering, which can group unlabeled data effectively, 

irrespective of the number of attributes [11]. Among the 

array of data analysis techniques, clustering is a method 

for categorizing data into groups sharing similar 

characteristics [12]. Clustering algorithms represent a 

potent approach for extracting valuable insights by 

grouping data points. 

Both the K-means and Hierarchical Clustering 

algorithms have been employed to address problems 

across various domains, such as microarray efficiency 

[13], DNA sequence analysis [14], astronomy [15], and 

data visualization [16]. 

In a recent study, remarkable results have been 

achieved through clustering using the K-means algorithm 

to cluster 25 mammals [17]. The study also evaluated 

various approaches to determine the optimal number of 

clusters, concluding that the approach with the fewest 

clusters was the most appropriate. Conversely, the 

hierarchical clustering algorithm has been applied 

extensively in data analysis. This algorithm creates 

dendrograms based on data distances, facilitating data 

grouping. Even complex fields such as research astronomy 

leverage hierarchical algorithms, spanning a wide range of 

scales from asteroids and molecular clouds to galaxies and 

galaxy clusters. 

A recent study used a hierarchical algorithm to support 

decision-makers in comprehending the distribution of 

educational variables across Yemen [18]. The algorithm 

aided in extracting new intrinsic educational insights. The 

advantages of the hierarchical algorithm are evident in its 

ability to illustrate data grouping using dendrograms. 

Similarly, unsupervised learning has been employed to 

analyze the risk of COVID-19 across more than 200 

countries worldwide [7], indicating that machine learning 

algorithms can be leveraged to identify hidden data 

patterns. The hierarchical approach enables the grouping 

of data objects into a hierarchical structure resembling a 

tree. Each level or node within this hierarchy represents a 

distinct cluster [12].  
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Moreover, studies comparing K-means and 

hierarchical algorithms empirically are particularly 

intriguing. A hierarchical algorithm is often used as a 

baseline and compared against a given dataset. Hence, we 

have employed the efficient K-means and Hierarchical 

clustering algorithms to cluster the cowhide industry based 

on questionnaire results for our study. 

Furthermore, we also focus on applying two widely 

used clustering algorithms, K-means and Hierarchical 

Clustering, to the context of the Cowhide SMEs Industry 

in Garut. Several studies underscore the critical 

importance of validating clustering results using the 

Silhouette score, as demonstrated in previous studies [19]–

[22]. 

Clustering algorithms have been extensively applied in 

various domains, but their performance can vary 

depending on the dataset and the choice of parameters. 

Therefore, it is imperative to validate the clustering results 

rigorously. One standard metric for assessing the quality 

of clusters is the Silhouette score, which measures the 

similarity of data points within clusters compared to close 

clusters [19]. The motivation for emphasizing the 

justification of clustering outcomes employing the 

Silhouette score is supported by several relevant studies. 

In a comparative study [19], the authors evaluated the 

performance of K-Means clustering against another 

technique, CLARA clustering, using the Silhouette score 

on the Iris dataset.  

The findings highlighted the significance of Silhouette 

analysis as a cluster validation measure, shedding light on 

the effectiveness of different clustering methods [19], 

Similarly, in a study on load profiles clustering methods 

[20], the Silhouette score criterion was employed to assess 

the consistency within clusters generated by Density-

Based Spatial Grouping of Purposes with Noise, 

Hierarchical cluster analysis, and K-means clustering. The 

average Silhouette scores were crucial in ranking the 

clustering methods based on their performance [20]. 

Moreover, clustering techniques have been enhanced 

and adapted to address specific challenges. For instance, a 

density clustering algorithm based on the Silhouette 

coefficient was proposed [21] to improve the accuracy of 

edge point division in the DBSCAN algorithm. This 

innovation demonstrates the Silhouette coefficient's 

significance as a criterion for refining clustering results, 

especially in scenarios where traditional methods face 

limitations [21].  

Additionally, the Silhouette index has been explored in 

conjunction with the K-Harmonic Means method to group 

remote sensing datasets effectively [22]. This approach 

showcases the Silhouette index's ability to determine the 

correct number of clusters in scenarios with varying 

degrees of cluster overlap [22]. By leveraging this metric, 

we aim to provide a robust evaluation of the performance 

of K-means and Hierarchical Clustering algorithms in 

clustering the Cowhide SMEs Industry data in Garut, 

ultimately contributing to a more reliable and insightful 

analysis. 

A study highlights the challenges of identifying 

compact and well-separated clusters within datasets, a task 

many clustering algorithms grapple with [23]. While 

traditional clustering approaches focus on optimizing 

clustering objective functions that capture intra-cluster 

similarity and inter-cluster dissimilarity, these functions 

alone may not guarantee the discovery of distinctly 

separated and compact clusters. Consequently, researchers 

have turned to cluster validity indices, such as Silhouette 

coefficients, to assess the number of well-separated and 

compact clusters [23]. 

Therefore, this study aims to propose a novel approach 

utilizing unsupervised learning algorithms to cluster the 

Leather SMEs Industry in Garut, Indonesia, based on halal 

risk factors. This approach provides valuable insights into 

the industry's characteristics and facilitates the efficient 

implementation of halal assistance, ultimately enhancing 

halal compliance within the cowhide industry. This study 

provides to the expanding knowledge of halal compliance 

within the cowhide industry and underscoring the 

significance of unsupervised learning algorithms in 

identifying and managing halal risks. 

2. MATERIAL AND METHODS 

Data for this study were collected from 100 SMEs 
located in Garut, West Java. These SMEs were selected as 
respondents to generate a dataset comprising 62 features 
and 100 records.  

 

Begin

Retrieve the 

Leather SMEs 

Industry data

Leather SMEs 

industry

Clustering Model (K-

means and Hierarchical 

clustering)

Testing and 

Evaluation

EndValid?

Data 

scrubbing

yes
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Figure 2.  Methodology of an unsupervised learning algorithm for 

clustering the Cowhide SMEs Industry in Garut Regency, Indonesia 
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The methodology employed in this research is 
presented in Figure 2, which provides a brief overview of 
the unsupervised learning algorithm used to cluster the 
Cowhide SMEs Industry in Garut. Figure 2 illustrates the 
key steps involved in the methodology. 

A. Data Scrubbing 

We collected data from 100 Cowhide SMEs Industries 
in Garut. Data scrubbing techniques were applied during 
the modeling process to enhance data recognition and 
improve the unsupervised learning algorithm’s learning 
process. The respondents obtained the dataset directly, 
ensuring all values were present. However, data 
transformation was necessary to obtain standardized data. 
Hence, we employed the one-hot encoding technique. 

The one-hot encoding method transforms categorical 
data into numerical data from 0 and 1. Features with 
multiple parameters are transformed into new segments 
with data values between 0 and 1. The new features are 
assigned a value of 1 if they match the categorical data and 
0 otherwise. This transformation process is crucial as 
unsupervised learning algorithms, such as clustering 
algorithm, operate exclusively on numeric features. 

B. Clustering Model 

The Leather SMEs Industry in Garut can be clustered 
using the K-means and hierarchical clustering algorithms. 
Let 𝛿𝑠 be the number of Cowhide SMEs Industry in Garut 
data points in a cluster, and 𝛿 be the total number of cluster 
centers. The K-means clustering algorithm minimizes the 
squared error function ‖𝛽𝑠 − 𝛾𝑡‖, where 𝛽𝑠 is a data point 
and 𝛾𝑡  is a cluster center, with the objective function 
𝛼(𝛽, 𝛾, 𝛿) given by: 

𝛼(𝛽, 𝛾, 𝛿) = ∑ ∑ (‖𝛽𝑠 − 𝛾𝑡‖)2𝛿𝑠
𝑡=1 

𝛿
𝑠=1                      (1) 

The dataset 𝛽 =  {𝛽1, … , 𝛽𝑛}; 𝑛 = 100  comprises 
Cowhide SMES Industry names, types, number of 
employees, duration, halal certification, distribution, and 
52 features from questionnaires. We tested various cluster 
sizes with 𝑚 = {2,3,4}. To begin, we randomly select δ 
cluster centers in step 1. In step 2, we estimate the distance 
between each Cowhide SMEs Industry in Garut data point, 
𝛽𝑠, and cluster centers, 𝛾𝑡. In step 3, we substitute 𝛽𝑠with 
the cluster center, 𝛾𝑡 , that has the lowest distance α 
compared to all the other cluster centers, 𝛿. Next, we re-
estimate the new cluster center with the average value of 

𝛾𝑠 =
1

𝛿𝑠
∑  𝛽𝑠

𝛿𝑠
𝑡=1 , and the distance between each Cowhide 

SMEs Industry in Garut data point, 𝛽𝑠, and the new cluster 
centers, 𝛾𝑛𝑒𝑤, in steps 4 and 5. Finally, the algorithm will 
stop if no Cowhide SMEs Industry in the Garut data point 
is substituted or proceeds to step 3. 

In the Hierarchical clustering algorithm we began the 
Hierarchical clustering algorithm by initializing the cluster 
𝛽 =  {𝛽1, … , 𝛽𝑛}; 𝑛 = 100 be the set of Cowhide SMEs 
Industry in Garut data points containing of Cowhide SMEs 
Industry names, types, Number of employees, durations, 

halal certification, distributions, and 62 features from 
questionnaires, 𝛿 =  {𝛿1, . . , 𝛿𝑚}  be the set of center 
points. Next, we conducted an experiment of hierarchical 
clustering on 100 rows of cowhide SMEs data dataset, 
dividing it into 𝑚 = {4} clusters using Ward's method. To 
calculate the dissimilarity between clusters, we computed 
the Euclidean distance between each pair of clusters using 
Formula (2): 

𝛽(𝛽𝑖 , 𝛽𝑛)= distance (𝛽𝑖 , 𝛽𝑛)= for all 𝑖, 𝑛 such that 𝑖 < 𝑛    (2) 

In simple ways, we need to implement the following 
steps: 

1) Initialization 

• Randomly select 𝛿  initial cluster centers for K-

means, where 𝛿 represents the number of desired 

clusters. 

• Initialize the Hierarchical Clustering algorithm 

with individual data points as initial clusters. 

2) K-means Clustering 

• Apply the K-means algorithm to partition the 

data into 𝛿 clusters. 

• Calculate the distance between each data point 𝛽𝑠 

and the cluster centers 𝛾𝑡  using the Euclidean 

distance. 

• Assign each data point 𝛽𝑠 to the cluster center 

𝛾𝑡with the smallest distance. 

• Update the cluster centers 𝛾𝑡based on the average 

value of the data points within each cluster. 

• Repeat the K-means steps until convergence is 

achieved. 

3) Hierarchical Clustering 

• Calculate the dissimilarity (distance) between 

clusters using Euclidean distance. 

• Merge the closest pair of clusters based on the 

calculated dissimilarity. 

• Update the distance matrix to reflect the newly 

formed clusters. 

• Repeat the merging and distance matrix update 

steps until the desired number of clusters 𝑚  is 

reached or a specific criterion is met. 

4) Integration 

Combine the K-means and Hierarchical Clustering 

results to obtain a final set of clusters. This integration can 

be achieved by mapping the clusters obtained from K-

means to corresponding clusters in the hierarchical 

dendrogram. 

C. Testing and Evaluation 

Several parameters were carefully selected as 
experimental settings, including the distance function, 
initialization method, maximum iteration, total number of 
items, number of clusters, the within-cluster sum of squared 
errors, and time is taken. The silhouette method was 
applied to interpret and validate the consistency within the 
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data clusters and measure the proximity of an object to its 
own group compared to other clusters [7]. The silhouette 
coefficient is calculated using the following formula 3 [24]: 

 

𝑆𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
(𝑏 − 𝑎)

𝑚𝑎𝑥  (𝑎, 𝑏)
              (3) 

 

In the formula, (𝑎) represents the mean distance of a 
Cowhide SMEs Industry in Garut, West Java, to other 
Cowhide SMEs Industry data within the same cluster, 
while (𝑏)  represents the mean distance of the Cowhide 
SMEs Industry to the nearest instances in the next closest 
cluster. 

3. RESULTS AND DISCUSSION 

We conducted three experiments in this section, as 
detailed in Table I. The initial experiment utilized the 
standard K-means algorithm to cluster the Cowhide SMEs 
Industry in Garut. 

TABLE I.  EXPERIMENT SETTINGS OF THE K-MEANS CLUSTERING 

ALGORITHM 

Experiment settings Run 1 Run 2 Run 3 

Distance function Euclidean 
distance 

Euclidean 
distance 

Euclidean 
distance 

Initialization method Random Random Random 

Max iteration 300 300 300 

Total number of items 
(Cowhide SMEs 
Industry in Garut) 

100 100 100 

Number of clusters 
(m) 

2 3 4 

Within cluster sum of 
squared errors (α)  

753.4 722.4 661.5 

Average of silhouette 0.57 0.58 0.59 

Time taken 0.06 
seconds 

0.01 
seconds 

0.02 
seconds 

 

Based on the results presented in Table I, the best 
performance was achieved when the number of clusters 
𝑚 = 4. Therefore, subsequent experiments for clustering 
the Cowhide SMEs Industry in Garut were conducted with 
number of clusters 𝑚 = 4  for both the K-means and 
Hierarchical clustering algorithms. As shown in Table I, it 
can be observed that a smaller number of clusters yielded 
higher silhouette scores, which are closer to 1. 

Evaluation based on the silhouette score parameter 
revealed that the K-means algorithm outperformed the 
hierarchical algorithm, with average silhouette scores of 
0.59 and 0.31, respectively. Figures 3 and 4 illustrate the 
silhouette scores of the 100 Cowhide SMEs Industry 

entities in Garut, West Java Province, Indonesia, clustered 
using the K-means and Hierarchical clustering algorithms 
when m=4.  
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Figure 3.  Silhouette scores when m=4 for the 100 Cowhide SMEs 

Industries in Garut using the K-Means clustering algorithm. 
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Figure 4.  Silhouette scores when m=4 for the 100 Cowhide SMEs 

Industries in Garut using the Hierarchical clustering algorithm 

Furthermore, Figures 5(a) and 5(b) depict the 
consistency within the data clusters when 𝑚 = 4, utilizing 
both the K-Means and Hierarchical algorithm clustering for 
the 100 Cowhide SMEs Industry entities in Garut. 
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(a)   (b) 

Figure 5.  Consistency within clusters of (a) the K-Means clustering 

algorithm and (b) the Hierarchical clustering algorithm when m=4 for 
the 100 Cowhide SMEs Industries in Garut with the Euclidean distance 

metric 

Based on Figure 5(a), it is evident that unsupervised 
learning has successfully grouped the Cowhide SMEs 
Industry entities in Garut based on the data. Four clusters 
were formed, with cluster 1 (C1=10) exhibiting the highest 
level of consistency, while cluster 3 (C3=24) appeared to 
be visually less consistent than the other clusters. In Figure 
5(b), cluster 1 (C3=10) displayed the highest consistency, 
while cluster 3 (C1=56) appeared to be visually less 
consistent compared to the other clusters. 

Table II presents the generated silhouette scores to 
analyze the consistent cluster results further, as shown in 
Figure 5. These scores indicate the proximity of each 
Cowhide SMEs Industry entity to its respective cluster 
compared to other clusters. Silhouette scores close to 1 
indicate that the data instances are located near the cluster's 
center, while scores close to 0 suggest instances located on 
the borders between two clusters. 

TABLE II.  K-MEANS ALGORITHM RESULTS FOR CLUSTER 1 (C1) 

OF LEATHER SMES INDUSTRY WHEN THE NUMBER OF CLUSTERS IS SET 

TO 𝑚 = 4 

No. Cowhide SMEs Industry Clusters Silhouette Scores 

1. Ba S C1 0.745795021 

2. HW S C1 0.745795021 

3. Gu S C1 0.745795021 

4. Ha S C1 0.745795021 

5. In S C1 0.745795021 

6. Pa S C1 0.742960487 

7. It S C1 0.745795021 

8. Pu S C1 0.745795021 

9. Ra S C1 0.745795021 

10. Si S C1 0.711348127 

 

In the K-Means algorithm, cluster C1 demonstrates the 
highest level of consistency, while in the Hierarchical 
algorithm, cluster C3 exhibits the highest consistency. 
Interestingly, despite using different algorithms, both yield 
similar clustering outcomes for the Cowhide SMEs 
Industry in Garut, West Java Province, Indonesia. Table III 
presents the results of the Hierarchical clustering algorithm 
for Cluster 3 (C3). 

TABLE III.  HIERARCHICAL CLUSTERING ALGORITHM RESULTS 

FOR CLUSTER 3 (C3) OF LEATHER SMES INDUSTRY WHEN THE 

NUMBER OF CLUSTERS IS SET TO 𝑚 = 4 

No. Cowhide SMEs Industry Clusters Silhouette Scores 

1. Ba S C3 0.97737016 

2. HW S C3 0.97737016 

3. Gu S C3 0.97737016 

4. Ha S C3 0.97737016 

5. In S C3 0.97737016 

6. Pa S C3 0.918329608 

7. It S C3 0.97737016 

8. Pu S C3 0.97737016 

9. Ra S C3 0.97737016 

10. Si S C3 0.865374887 

 

Based on the findings from Tables II and III, the 
clustering of the Cowhide SMEs Industry in Garut, West 
Java Province, Indonesia, is acceptable, as the data 
instances are closely located in the centers of their 
respective clusters. Subsequently, an experiment was 
conducted to organize the data of the SMEs Industry.  

Considering the clustering results obtained from both 
the K-means and Hierarchical clustering algorithms, it can 
be concluded that both algorithms deliver satisfactory 
clustering outcomes, each with advantages. As depicted in 
Table III, the Hierarchical clustering algorithm yields 
generally higher silhouette scores for Cluster 3 (C3) than 
the K-means algorithm. However, the K-means algorithm, 
as a whole, demonstrates more consistent cluster results 
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across the four clusters, as evident in the visual 
comparisons in Figures 5(a), 5(b), 6, and 7. 

 

 

Figure 6.  Visualization of clustering results using the K-means 

algorithm with the number of clusters set to 𝑚 = 4 

 

Figure 7.  Visualization of clustering results using the algorithm 

with the number of clusters 𝑚 = 4 

Then, we continued experiments on Hierarchical 
clustering algorithms using box plot visualization. Figure 8 
shows the box plot visualization results aid in the 
assessment of the algorithm's success in segregating data 
into clusters with distinct characteristics.  

 

Figure 8.  Visualization of box plot in the Hierarchical Clustering 

algorithm 

According to Figure 8, the results of the Hierarchical 
Clustering analysis reveal the formation of distinct clusters 
labelled as C1, C2, C3, and C4. Each cluster is 
characterized by a specific number of data points, with C1 
comprising 56 data points, C2 containing 14 data points, 
and both C3 and C4 each encompassing 20 data points. 

Furthermore, the statistical information is represented 
as 𝑋2: 300.00 (𝑝 = 0.000, 𝑑𝑜𝑓 = 9) , indicating the 
significance of the clustering results. The 𝑋2 value denotes 
a computed statistical metric and suggests the effectiveness 
of the clustering algorithm. The p-value of 0.000 signifies 
a highly significant difference between the clusters, while 
the degree of freedom (dof) value of 9 reveals the 
complexity of the statistical analysis involved.  

These results are pivotal for understanding the 
clustering algorithm's output quality. However, it is worth 
noting that despite both algorithms yielding satisfactory 
results in clustering the leather industry data, the k-means 
clustering algorithm demonstrates superior performance in 
terms of silhouette score when compared to the hierarchical 
clustering algorithm. Therefore, for a more comprehensive 
interpretation of the results, it is essential to emphasize the 
findings derived from the k-means clustering algorithm. 

Based on the results obtained from the K-means 
algorithm, Cluster 1 (C1) comprises industries primarily 
involved in food production. Conversely, the craft industry 
dominates the second and third clusters. The final cluster 
encompasses industries of various types, with the leather 
tanning industry being grouped within this cluster. 
Considering the halal risks within the cowhide industry, 
addressing them specifically regarding raw materials, 
processing, transportation, and facilities is essential. The 
materials must originate from cows slaughtered following 
Islamic practices for cowhide-based food production.  

In the context of Halal management, it is essential to 
identify high-risk industries that require special attention 
for halal assistance. The clustering algorithm can be 
utilized to determine industry clusters. When the industry 
data are processed automatically, they form their respective 
clusters. For example, the Cowhide SME Industry data 
with the closest distances to each other will be assigned to 
the same cluster, as demonstrated in Figure 9. 

 

 

Figure 9.  Assignment of multiple Cowhide SMEs Industries to the 

first cluster (C1) by the K-means algorithm when the number of clusters 

is set to 𝑚 = 4 
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As per Fatwa No. 56 issued by the Indonesian Ulama 
Council (MUI) in 2014, halal leather products must not 
only originate from permissible animals and undergo a 
halal slaughtering process but also involve a tanning 
procedure devoid of non-halal substances. Considering that 
the tanning process employs various additional materials or 
chemicals that might contain non-halal substances, 
prioritizing the resolution of this issue within the C4 cluster 
becomes essential. 

Certain craft producers customize products based on 
orders, so the risk of contamination throughout the 
processing, shipping, and warehousing stages is higher 
than in cowhide-based food production. Consequently, this 
category of halal risks is of more significant concern for 
other clusters, notably C2, C3, and C4, as highlighted by 
the K-means algorithm results. Moreover, these clusters 
should be educated about the cleaning procedures 
(especially tanning) for shared facilities utilized in halal 
and non-halal leather-based production. 

The involvement of 100 SMEs in the halal leather 
industry necessitates the identification of their halal risks. 
Thus, clustering SMEs is imperative to streamline 
policymaking to enhance the quality of halal standards. 
This study categorizes SMEs into three clusters (C1, C2, 
and C3). Identifying these clusters will simplify 
policymaking for SMEs and decision-makers, facilitating 
their efforts to support global halal standardization. 

4. CONCLUSION 

This study successfully applied K-means and 
Hierarchical clustering algorithms focusing on halal risk 
factors to the Cowhide SMEs Industry in Garut, West Java, 
Indonesia. The results effectively clustered industry data, 
offering valuable insights into halal compliance within the 
cowhide industry as a crucial aspect considering 
Indonesia's sizeable Muslim population and its focus on 
halal products. 

Notably, the study identified the critical role of the 
tanning process in maintaining halal integrity, aligning 
with the Indonesian Ulama Council's Fatwa No. 56 of 2014 
on permissible materials and procedures. The C4 cluster 
comprising industries involved in tanning was highlighted 
for its potential risk of non-halal substance use. 

These findings provide a strategic framework for halal 
management and authorities to enhance halal compliance 
and risk assessment in similar industries. Deploying 
unsupervised learning algorithms facilitates a deeper 
understanding of industry-specific risks and supports the 
development of efficient halal certification processes. 

Furthermore, the study underscores the importance of a 
halal supply chain in guiding policymakers and SMEs 
toward standardization and enhanced productivity. It 
suggests a systematic approach to identifying SMEs with 
varying halal risk levels, enabling targeted government 
support. 

Expanding the dataset, exploring real-time monitoring 
systems, and engaging with industry stakeholders are 
recommended for future research. Such collaborations 
could develop proactive risk mitigation strategies, further 
strengthening the halal industry's growth and sustainability. 
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