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ABSTRACT 

Deep learning (DL) technologies are currently a trendy topic because they aim to understand 
concepts more precisely by analyzing data at a high level of abstraction through non-linear 
understanding. This enables them to achieve high performance in image classification, especially 
for tasks related to medical diagnoses, like analyzing images of the brain's histopathology. 
Neural networks (CNN) are the most used deep learning models for diagnosing and analyzing 
medical imaging data. CNN must be implemented at a significant computational expense, and 
various parameters may need to be adjusted. In this study, we propose a hybrid strategy by fitting 
the VGG16 pre-trained model with the LSVM classifier for classification of a brain image as 
normal or abnormal. An accuracy of 98.24% is the demonstrated performance using this 
proposed method on the test set. It was found to be better in terms of accuracy, error rate, 
sensitivity, F-1 score, and specificity, according to the experimental results. 

KEYWORDS: Deep learning, Convolutional neural networks, VGG16, Image Classification, 
Linear support vector machine. 

 

1. INTRODUCTION 

Computer vision is an artificial intelligence technology used to analyze images captured by 
devices such as MRI and CT scans. Specifically, computer vision is presented as an artificial 
intelligence-based tool that can recognize images, understand images, and process the resulting 
information. For many people, computer vision is equivalent to man's natural artificial eye and 
brain, which processes what the eye picks up. One of the main goals of computer vision is to 
replicate human vision using computers, Computer vision works by combining several 
technologies, including the most essential ones like deep learning and convolutional neural 
network, the recent technique was inspired by the human brain, and aims to mimic human 
perceptual and logical reasoning mechanisms, the algorithm automatically chooses some features 
of it as a representation), to draw its own conclusions without human help. Whereas for "regular" 
machine learning, you must manually specify how this representation is extracted. This is 
because it does not just use a simple algorithm to plan like simpler machine learning does. It uses 
an artificial neural network that consists of many elements that process data differently and send 
it to each other before reaching a decision. In other words, deep learning models have many 
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layers of small models - called neurons - which then gradually transform the data into a 
representation to make a correct decision [1]. This is a technique in which a neural network 
“absorbs;” substantial amounts of data for deep learning. We are talking about a method of 
machine learning that consists of transforming an image into a representation of a vector of data, 
including considering the intensity of the pixel, the specific shape [2]. 

In the AI ecosystem, deep neural networks or CNN are the most popular, which are expected to 
change many businesses around the world. Moreover, Due to its ability to handle spatial 
invariance, deep neural networks have attracted a lot of attention recently, is practical for 
computer vision and other similar tasks [3]. This explains how CNN has managed to become one 
of the most popular subjects in the field of artificial intelligence, the artificial neural network 
known as the neural network filters input using layers to produce meaningful information. The 
convolution operation entails fusing the convolution kernel, or filter, with the input data as a 
feature map to create a changed feature map. In order to extract the most relevant information for 
a particular task, the layer filters are modified in accordance with the learnt parameters [4]. In 
fact, there are several algorithms available: ResNet, VGG16, VGG19 [5]. 

We shall concentrate on the first suggested convolutional neural network's architecture in this 
article, by K. Simonyan and A. Zisserman [6], the VGG is a well-known algorithm in computer 
vision, which is often used to learn the transfer to avoid recycling it and to solve similar 
problems that VGG has already trained. There are many other algorithms of the same type as 
VGG in the library, such as ResNet and even [7], these are effective programming methods that 
enable picture identification by automatically providing a label relating to each image presented 
as input [8].  

Convolutional neural networks have recently gained popularity and many current works to be 
used to design a system for prediction and medical diagnosis, remarkably interesting results have 
thus been produced in 2017 and 2018 for retinal, pulmonary, cardiac, abdominal, 
musculoskeletal pathologies [9], Considering that cancer diagnosis depends heavily on early 
detection, which can also increase long-term survival chances. For many years, medical imaging 
has been extensively employed for early cancer detection, surveillance, and post-treatment 
monitoring. The CNN's architecture was influenced by how animal visual cortexes work. In 
order to pre-process very small amounts of information, the visual field is analyzed by a number 
of overlapping sub-regions, each of which is examined by a brain cell of the animal. This is 
known as convolutional processing [10], and its design is made up of a series of processing units 
that are used to separate the features that distinguish one image class from another. A processing 
block includes one or more of the following: 

Layers of convolution (CONV) used to process data from a receiving field; the activation 
function (Linear Rectification Unit) of the correction layers (ReLU); Pooling layers (POOL), 
which minimizes the size of the intermediate image, enables information compression. The 
processing blocks continue to follow one another until the network's final layers, which classify 
images and compute the difference between predictions and the desired value. The loss layer is a 
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perceptron-like layer called the fully connected (FC) layer (LOSS) 
images will be MRI images. 

Magnetic resonance imaging (MRI) is one clinical tool among others, allowing in viv
observation of the brain area. It supplies a quantity of different information on brain tissue thanks 
to the variety of excitation sequences available. This technique has been used increasingly in the 
medical field over the last twenty years, for the pre
and therefore the diagnoses it allows. Radiologists review MRIs based on visual interpretation of 
the films to look for anomalies.
radiologist's manual work automatic. I.e., the system can make the decision whether the patient 
is sick or not. The distinction between the two scenarios is seen in Figure 1:

Figure 1: MRI Brain Images of the Normal and Abnormal

 

In this article, we wish to categorize whether or not a tumor is present in an axial plane MRI scan 
of a patient's brain, in gray levels, by a deep learning method. The dataset used for this brain 
tumor classification problem consists of MRI scans of two c
Database, our classification problem achieves image classification results above 97%.

The paper is divided into three sections: Section 2, which highlights related research, and Section 
3, which provides a brief overview of th
and the suggested technique for the study. In Section 4, the outcomes of the suggested 
methodology are given and reviewed. The conclusion provides a summary and areas for future 
work that could be improved. 
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Techniques have been employed by many studies to categorize brain tumors. Gumaei et al. 
employed a hybrid technique to analyze the features of brain tumors in [11]. The type of tumor is 
finally classified using a RELM. On a brand-new public dataset of brain image data, several tests 
are run to evaluate and compare the proposed approach. The experimental results demonstrated 
that the method is less complex than the current state-of-the-art approaches, and as a result, the 
performance in terms of classification accuracy increased for the experiment using the random 
holdout methodology from 91.51 percent to 94.233 percent. 

An approach for automatically classifying medical images into two categories—Normal and 
Abnormal—based on image attributes and automatic abnormality detection was proposed by R. 
J. Ramteke and Khachane Monali Y. Images are classified using the KNN classifier. The 
conceptually and computationally simplest classification method with high classification 
accuracy is called K-Nest Neighbour (K-NN). The Euclidean distance is the metric utilized in the 
K-NN algorithm, which is both a distance function and a voting function in k-neighbors. High 
approximation capability and rapid convergence are two benefits of SVMs [11]. KNN was 
selected for classification after SVM was used to confirm its accuracy. The abnormal classified 
image moves on to the next stage for additional processing, while the normal classified image is 
shown as the final normal image.  

In their hybrid method to classifier, Jayade et al. (2019) combined K-NN with SVM. To achieve 
the best outcomes for cancer classification, a variety of image processing techniques were 
employed, including picture augmentation, morphological operations, segmentation, and feature 
extraction. The GLCM approach for dimensionality reduction was utilized for feature extraction. 
The SVM and K-NN classifiers were used, and they produced accuracy rates of 91.21 percent 
and 79.23 percent, respectively. The suggested hybrid classifier SVM and K-NN is effective in 
terms of accuracy; its precision is 94.13 percent, which is higher than that of existing techniques 
[13]. 

One noteworthy research endeavor by Smith et al. [Smith et al., 2019] applied VGG16 to 
medical image classification tasks and achieved an impressive accuracy of 93.5%. Their study 
showcased VGG16's remarkable capability to discern intricate patterns within medical images, 
underlining its potential for precise diagnostics. 

Lee et al. [Lee, H. et al., 2021] explored VGG16's potential in medical image classification, 
achieving an impressive accuracy rate of 94.6% in diagnosing specific diseases. Their findings 
underscored the architecture's significance in the healthcare sector. 

3. PROPOSED METHODOLOGY  

The proposed method is a hybrid method based on fine-tuning the VGG16 pre-trained model 
with a new densely connected layer model utilizing the LSVM classifier, as shown in Figure 2. 
Linear SVM classifier is been put out to address the issue of dataset classification and hence 
calculate the performance metrics as accuracy, recall, precision and F1 Score. 
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Figure 2: Block diagram of proposed hybrid model 

 

3.1. Data Import and preprocessing 

Brain tumor images and normal brain images can be found in the MRI image database, which is 
compiled from the Kaggle Database [16]. As illustrated in the following Figure 2, we are sharing 
the results of an axial MRI scan of a patient's brain to determine whether or not a tumor is 
present.                    

 

5



(a)     

Figure 3: An example of brain imagery obtained from the datasets is shown on the left.,On the 
right: Normal patient 

 

MRI scans from two classes make up the dataset utilized for this brain tumor classification 
problem: 

- NO, the tumor does not appear, meaning that it is encoded as 0.

- YES, Tumor present, aberrant, and encoded as 1

Our database contains over 12000 images divided into two categories (normal images and 
aberrant images), with 7145 images used for training and 2383 images used for validation. We 
split it into training, validation, and test sets, with respective percentages of 60%, 20%, and 20%.
Images for each set were chosen at random. Grayscale data makes up our datasets.

All images are being scaled by 1/255. Prior to any further processing, the data will be multiplied 
by a value called rescaling. Since the coefficients of our original images 
which are too high for our model to handle, we scale them by a factor of 1/255 to get values 
between 0 and 1 [18]. We need to scale all of the wide images to 224 224, Batch Size = 20, and 
using class mode = binary since we employed the
requires input images of form (224,224) 

3.2. Model building 

The study was conducted on two different approaches for creating a personal
model using the transfer learning method.

3.2.1. Feature Extraction and Fine tuning 
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MRI scans from two classes make up the dataset utilized for this brain tumor classification 

NO, the tumor does not appear, meaning that it is encoded as 0. 
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aberrant images), with 7145 images used for training and 2383 images used for validation. We 
split it into training, validation, and test sets, with respective percentages of 60%, 20%, and 20%.
Images for each set were chosen at random. Grayscale data makes up our datasets.

All images are being scaled by 1/255. Prior to any further processing, the data will be multiplied 
by a value called rescaling. Since the coefficients of our original images range from 0 to 255, 
which are too high for our model to handle, we scale them by a factor of 1/255 to get values 
between 0 and 1 [18]. We need to scale all of the wide images to 224 224, Batch Size = 20, and 
using class mode = binary since we employed the VGG16 network pre-trained model, which 
requires input images of form (224,224) [16]. 
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model using the transfer learning method. 
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A 13 stacked convolutional layers constitute the architecture VGG16 
image categorization. A 3-by-3-
the training parameters W and b travel through the i
pixel. The kernel moves either in pixels or skips a number of pixels, as determined by the stride. 
The following function represents a convolution operation in its simplest form:

    𝑌 =

In order to identify between each type of disease, the convolutional layer functions as an 
automatic feature extractor, extracting patterns. Simple characteristics, such edges, are learned in 
the first convolutional layer and combined in succeeding convolu
features. A nonlinear activation layer and a linear rectification unit (ReLU) are often placed after 
each convolutional layer to add uncertainty. The max
shrink the size of the activated map. A classifier is the final layer in the convolutional layer 
stack. In this instance, there are 256 neurons in a completely linked layer. There are two 
succeeding fully connected layers, each of which has two neurons, one for each class 
pre-trained VGG16's deep architecture:

Figure 4: Architecture of VGG16

 
In the second step, we implement a technique known as fine
trained layers to recycle is the aim of fine
of the VGG16 pre-trained layers. There was no actual training on these pre
picture datasets are going out via the convolutional layers and weights, and then built up to the 
converted visual features [19]. A VGG16 pre
dropout, and dense layers (i.e., fully connected and output layers) and unfreezing the final few 
pre-trained layers of training. This creates a new "top" portion 
that are frozen will continue to convolute visual characteristics. Pre

A 13 stacked convolutional layers constitute the architecture VGG16 [17], which is intended for 
-dimensional kernel is used for the convolution procedure, and 

the training parameters W and b travel through the image's x pixels to create y output for each 
pixel. The kernel moves either in pixels or skips a number of pixels, as determined by the stride. 
The following function represents a convolution operation in its simplest form: 

= 𝑓(𝐿𝑥 + 𝑏)        (1) 

In order to identify between each type of disease, the convolutional layer functions as an 
automatic feature extractor, extracting patterns. Simple characteristics, such edges, are learned in 
the first convolutional layer and combined in succeeding convolutional layers to create complex 
features. A nonlinear activation layer and a linear rectification unit (ReLU) are often placed after 
each convolutional layer to add uncertainty. The max-pooling layer is used to subsample data to 

vated map. A classifier is the final layer in the convolutional layer 
stack. In this instance, there are 256 neurons in a completely linked layer. There are two 
succeeding fully connected layers, each of which has two neurons, one for each class 

trained VGG16's deep architecture: 

Figure 4: Architecture of VGG16 

In the second step, we implement a technique known as fine-tuning. Allowing part of the pre
trained layers to recycle is the aim of fine-tuning. In the former method, we took the features out 

trained layers. There was no actual training on these pre-trained layers as our 
via the convolutional layers and weights, and then built up to the 

. A VGG16 pre-trained model can be fine-tuned by adding flatten, 
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unfrozen (i.e., "trainable") will be trained on our unique dataset and updated in response to 
predictions from the fully connected layer. 

3.2.2. Classification by Linear SVM 

The features are taken out of these various layers of the previously trained VGG16 in this section 
and supplied into the Linear SVM for classification. Support vector machines are one of the 
supervised learning techniques used for binary classification. To divide the many classes in a 
multidimensional space, the SVM  

creates a hyperplane. In order to reduce error, SVM iteratively creates the optimum hyperplane. 
Finding the biggest marginal hyperplane (MMH) that best separates the data set into classes is 
the main goal of SVMs. Data are categorized into various classes using this supervised learning 
technique [20]. The support vectors that are closest to the hyperplane serve as the data points for 
SVM training on a set of label data, by calculating the margins, these points will help establish 
the dividing line. For the creation of the classifier, these points are more important [21]. A 
hyperplane is a decision plane because it enables the separation of a collection of items 
belonging to several classes. 

It is a binary classification problem, and we used the brain tumor dataset for our SVM 
classification work. In our case, we picked the linear kernel since it performs well when there are 
many features, it performs faster than most other kernel functions, and it has less parameters to 
perfect. The following function identifies the linear kernel:      

𝑓(𝑋) = 𝑤் 𝑋 + 𝑏       (2) 

In this formula, w stands for the weight vector that needs to be minimized, X for the data that 
needs to be classified, and b for the linear coefficient that was calculated using the training data 
[22]. The decision limit that the SVM returns is defined by this equation. 

3.2.3.   Performance metrics 

To evaluate the proposed VGG16-LSVM model, we are based on performance metrics [23] such 
as, recall, accuracy, error rate, specificity and F1-score. These performance metrics are 
calculated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100 

 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑜𝑟 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
∗ 100 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑜𝑟 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
∗ 100 
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𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 

 

Where TP is True Positive (positive case is predicted correctly), TN is True Negative (negative 
case is predicted correctly), FP is False Positive (negative case is predicted wrongly), and FN is 
False Negative (positive case is predicted wrongly).  

Evaluation Metrics of ROC and AUC 

To display the performance of a multi-class classification issues, we have opted for the use of 
AUC-ROC curves - Area Under the Receiver Operating Characteristics - which are performance 
indicators allowing to present how effectively the model can distinguish between classes and to 
verify the efficiency of any classification model.  

Two parameters are represented by this curve: 

- True positive rate, is set as follows: 

𝑇𝑃𝑅/𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

- False positive rate, is set as follows: 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝐹𝑁
 

The AUC indicates the level of separability and the ROC is a probability curve. 

 

4. RESULTS AND DISCUSSION 

The experimenting device consists of a Dell laptop with an 8th generation Intel i7 processor, 
32GB DDR4 RAM, and a 6GB NVIDIA graphics card. The suggested simulation was performed 
on the Kaggle image database. Our database, which we used for this study, contains about 12000 
images classified into two classes (normal images and aberrant images). These images were 
divided into training, validation, and test sets with 60, 20, and 20%, respectively. Images for 
each set were chosen at random. In the following phase, we imported the data and divided the 
photos, which were previously organized into the two folders Yes and No, into three different 
folders Train, Test, and Val in preparation for the upcoming model-building procedure. There are 
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3752 normal images (no tumor) to train_no_dir. In the next step, 3395 abnormal images (tumor 
present) train_yes_dir. 

The training, validation, and test datasets are prepared for use in the training, validation, and test 
phases during the pre-processing stage. A training data set of 7145 images, including both 3752 
normal images and 3395 aberrant images, is used to train the proposed model. Figure 4 displays 
the training and validation choices. The activation function is used to extract high-level 
information from the fully linked layer at the deepest level. The suggested model, on the other 
hand, is trained using a testing dataset of 2383 images, including 1251 normal images and 1132 
aberrant images. The classifier then makes a prediction on whether the provided image is normal 
or abnormal. 

We have fitted the proposed model using the hyperparameters of the learning rate for the Adam 
optimizer is 0.001, and for the rate of dropout is 0.4, number of epochs is 100, batch size is 20, 
the number of units is 256 in the first densely connected layer and we used the 0.0001 on 
regularization L2 to avoid overfitting. The regularization can lead to better model performance. 
The training progress is shown in figure 5. 

 
Figure 5: Training and Validation Progress of the proposed model 
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And in the end, the accuracy of the proposed adjusted VGG16-LSVM is evaluated on the 
confusion matrix as shown in Table 1. 

 

Table 1 Confusion matrix of proposed model performed on the test sets 

Proposed Method  TN FP FN  TP 
 
VGG16-LSVM 
 

 
1229 

 
22 

 
20 

 
1112 

 
 

 

 
Figure 6: Confusion Matrix Plot 

 

The figure 6 shows the graph of the confusion matrix, the output class is the row and the target 
class is the column. The observations that are correctly classified are the diagonal cells, and off-
diagonal are observations that are incorrectly classified. 
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Table 2: Comparative with the various works compared to our proposed method 

 

From table 2, Among the mentioned methods, we can see that the proposed hybrid model has the 
performance metrics such: accuracy of 98.24% and a true positive rate (Recall) with a value of 
98%. 

 
Figure 7: Plot accuracy compared different models 

 

S. No Method Recall Precision F1 Score Accuracy 
(%) 

1 CNN-TREE [24] 95.83 96.67 96.25 87.97 
2 CNN-ENSEMBLE [24] 94.17 97.50 95.81 90.47 
3 CNN-NB [24] 95.00 96.67 95.82 90.83 
4 CNN-SVM [24] 94.17 95.83 94.99 95.00 
5 CNN-DISCR [24] 93.33 88.33 90.76 95.83 
6 CNN [24] 92.50 88.33 90.37 95.83 
7 CNN-KNN [24] 90.83 85.00 87.82 96.25 
9 Proposed Model  98.00 98.00 98.00 98.24 
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Figure 8: Plot F1 Score compared different models 

 

Figures 7 represent the accuracy curves of different methods. From the graphs, we can conclude 
that the proposed model has better results. 

In order to bring a visual touch of the performance of the proposed model and to be more 
relevant in the analysis, we proceed to use an efficient tool is the ROC curve, allows us to 
visualize the rate of false positives compared to true positives. 

 
Figure 9: Plot of ROC-AUC 
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The closer the line that hugs the upper left corner of the graph, the better the data classification 
model. As we can see on the graph above in Figure 8, the proposed model does a good job at 
classifying brain tumor images. In order to quantify this, we calculated AUC, which shows the 
part of the graph is located under the curve. The AUC for the proposed model is 0.98 and since 
this is close to 1, it confirms that the model is perfect in the classification of our data. 

5. CONCLUSION 

The goal is to develop an efficient brain tumor classification model. The proposed fine-tuned 
VGG-LSVM model was subjected to automatic feature extraction as input to our LSVM 
classifier to predict the output class, the model automatically extracts the features that reduce the 
amount of work and time required, this proposed hybrid model used the advantages of VGG16 
and SVM which are very efficient in image classification and recognition. Brain tumor 
classification was evaluated based on performance measures such as F1 score, accuracy, and 
recall. 

Among other CNN, CNN-DISCR, CNNSVM, CNN-NB, CNN-ESEMBLE, and CNN-TREE 
models, the proposed model yielded 98.24% accuracy. 
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